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Abstract—Utilities need to understand and consider the inter-
connectedness of their electrical system and its supporting cyber
infrastructure to maintain system reliability in the face of cyber
adversaries. This paper makes two contributions to modeling
cyber-physical dependencies within the electrical power sector.
First, the paper defines a Common Format using the Cyber-
Physical Topology Language (CPTL) to inventory, analyze, and
exchange cyber-physical model information. Second, the paper
provides an 8-substation cyber-physical reference model. The
impact of this work is to enable efficient information exchange of
cyber-physical topologies within and among the industry as well
as the research community. The reference model and framework
will benefit the research community by providing a way to
compare analyses on electrical power systems that account for
problems within cyber control networks.

Index Terms—cyber-physical systems, network, power grid,
CPTL, ontologies.

I. INTRODUCTION

Cyber-infrastructure plays an indispensable role in moni-
toring, controlling, managing and operating an increasingly
complex electrical grid. It is important to understand the
connections and dependencies between the cyber and electrical
infrastructure underlying the grid in order to maintain reliable
grid operations in the face of cyber threats. Realizing this,
researchers have proposed different approaches to understand
the cyber-physical dependence through cyber-physical mod-
eling and analysis (e.g., [1], [2], [3], [4], [5], [6], [7], [8],
[9]), and through cyber-physical co-simulation (e.g., [10], [11],
[12], [13], [14]) of power systems.

It is hard to cross-validate or compare the proposed mod-
eling and analysis approaches and results because the cyber-
physical models used are not the same and they are not easily
reproducible. Real-world models for research are hard to come
by, especially grid cyber models, as they are considered highly
sensitive information by asset owners and are not shared. An
alternative is to use realistic reference models.

Many reference models exist for electrical power systems.
IEEE Power Flow Test Cases [15] encode electrical network
models of various sizes (14-bus to 300-bus). The 300-bus
model was developed by the IEEE Test Systems Task Forces
in the early 1990s while other power flow test cases represent
a portion of American Electric Power’s (AEP) 1960’s network.
Similarly IEEE reliability test systems of 1979 and 1996,
and the 9-bus consolidated model of the Western Electricity
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Coordinating Council (WECC) system are other examples
of electrical network models available to researchers to test
their algorithms or control schemes. The ARPA-E GRIDDATA
program [16] is undertaking an effort to create and curate a
repository of electrical system models for use by researchers
and practitioners. There has been work on generating synthetic
electrical network models (e.g., [17], [18], [19], [20]) to enable
research on test systems larger than the IEEE 300-bus system.
However, the focus has been limited to the electrical network
and such electrical system test models are not sufficient
to describe how current power systems are monitored and
controlled.

On the cyber side, efforts to capture and model or visualize
the communication infrastructure associated with the power
grid have been made. The focus of such efforts, however, has
generally been on the analysis or simulation framework and
not on developing cyber-physical test models for general use
by the community. Hartman et al.[20] proposed an approach
to generate synthetic communication models for power grids
based on analysis of power-line communications used by one
utility. The focus of the work was only on the communication
network. Just as the “bus/branch” model of the electrical
system was extended to a “node/breaker” model to capture
circuit breaker configurations and a more accurate topology,
extensions are needed to capture the cyber-infrastructure un-
derlying the electrical grid and their interconnections. Recently
Skare et al. [21] provided an example architecture to share
cyber information in a standard way along with electrical
information, using Common Information Model (CIM) for cy-
ber security. The information considered included emergency
information, information for law enforcement, and security
information. This is a step in the right direction but does
not yet fully capture the inter-dependencies among cyber and
electrical infrastructure.

Furthermore, researchers and practitioners need a common
format to catalog, analyze, and share cyber-physical models
of the power grid. A common format provides a basis for
information fusion and sharing within a utility (e.g., among
power engineers, IT staff, and administration), among utilities,
between utilities and auditors (for NERC Critical Infras-
tructure Protection (CIP) compliance), or between utilities
and government organizations (as called for by Executive
Order (EO) 13636 [22] and Presidential Policy Directive
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(PPD) 21 [23]). Further, synthetic models expressed in a
common format would enable researchers and practitioners to
compare algorithms and analysis approaches, without requir-
ing industry to release sensitive data to academia. The current
situation is historically analogous to the 1960s in which growth
in complexity of interconnected power systems required the
ability to efficiently exchange large amounts of load flow data,
leading the IEEE to create a Common Format for load flow
data [24].

This paper makes two fundamental contributions to address
this problem. First, the paper specifies a Common Format
to document interactions between the electrical power net-
works and cyber networks using the Cyber-Physical Topology
Language (CPTL) [25]. Second, the paper uses the proposed
format to describe and release a synthetic 8-substation cyber-
physical model that captures the electrical network, cyber-
network and their interconnections.

Section II, introduces several use cases that motivate the
creation of the 8 substation model. Section III describes the 8
substation cyber-physical model as well as its creation and
implementation using CPTL. Finally, Section IV describes
extensions to the current version of the model to support
specific types of analyses, and Section V concludes.

II. USE CASES FOR A CYBER-PHYSICAL REFERENCE
MODEL FOR ELECTRICAL POWER

Cyber-physical models are essential both to understand the
complex inter-dependencies between cyber and power infras-
tructure, and to assess the risks to the power grid originating
from cyber attacks (e.g., [2], [5], [7], [8], [26], [27], [28]). In
this section we highlight use cases that are enabled by access
to cyber-physical models and their analysis.

Use Case 1: Prioritize Scenarios for N-x Contingency
Analysis [28]. Traditional power system contingency analysis
takes into account outage of one critical component at a time
(e.g., transmission line, generator, large transformer), except
when there are dependencies among such components. This
is referred to as the N-1 reliability criterion. However, given
the threat of cyber attacks, the possibility of losing multiple
unrelated critical components can no longer be ignored as an
improbable event. At the same time, identifying critical mul-
tiple contingencies is in itself a computationally challenging
problem given the combinatorial explosion, not to mention
the costs of operating the grid to be able to tolerate multi-
ple contingencies. Prioritizing multiple-contingency cases to
consider can provide significant cost savings and provide a
way to balance reliability and economic operation of the
grid. Cyber-physical models and their analysis can be used
to prioritize contingencies taking into account both the impact
of the contingency and the cyber-exposure of the transmission
line. For example, double contingencies involving the most
cyber-exposed line with every other line could be considered
first.

Use Case 2: Plan for Cyber-Outages and Restoration. Anal-
ogous to traditional contingency analysis employed in grid
operations, cyber-physical models can be used to undertake
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Fig. 1. Electrical Network of the 8 Substation Test Model.

contingency analysis and outage planning on the cyber-side.
Specifically, using tools like [27] one could assess the impact
of a cyber-compromise and proposed cyber remedial actions
on power system operations.

Use Case 3: Prioritize Security Controls for Assets [28].
Cyber security personnel at a utility must prioritize their
efforts due to limited resources and time constraints. Expert
knowledge combined with security tools make it possible
to prioritize defenses based on an asset’s likely exposure to
attack. Cyber-physical models extend this prioritization by
enabling asset rankings to be informed by the significance of
the asset to the power system in a formal way. Additionally,
assets can be grouped and ranked according to specific cyber-
physical properties. For example, the impact of an asset that
is exposed because of a new vulnerability might be low when
considered individually, but if many similar assets (e.g., relays
of the same type) are present, the combined exposure and
impact can be significant.

Use Case 4: Assess System Proximity to Destabilizing
Attacks. There is much work on identifying cascading outage
scenarios for a given power system [29]. Cyber-physical
models can be used to assess the proximity of the system to
a cascading outage induced via a cyber attack, by taking into
account the cyber-exposure of assets involved in cascading
outage cases and the current power system state. Similarly,
we can assess cyber attack impact on voltage stability and
proximity to voltage collapse (e.g., [30], [31], [32]). Proximity
to any known destabilizing attacks such as the switching
attacks proposed in [2] can also be studied.

III. THE CYPSA 8 SUBSTATION MODEL

In this section, we describe the 8-substation cyber-physical
model that we release with this work. The model uses the
Common Format for cyber-physical networks within the elec-
trical power grid defined using the Cyber-Physical Topology
Language (CPTL). The electrical grid of the §-substation
model is derived from the WECC 9-bus, 3-generator bus
branch model. Figures 1 and 2 provide more details about
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the substation topology and protection layouts of the 8 sub-
station model. Developing this model required visits to and
interactions with actual utilities because information on exact
network topology at the substation level is rarely available for
modeling purposes. Since substation topologies often follow
one of a few high-level architectures, templates based on
these architectures can be developed and used for analyses.
A secondary goal of this section is to provide a high-level
overview of how to modify and extend the 8-substation model.
Figures 2 and 3 summarize the theoretical approach and its
implementation. The model discussed in this section as well as
the code employed are available under an open-source license
at the CPTL Consortium GitHub'.

Although a wide variety of formats are available to model
the electrical power grid including the Common Information
Model (CIM) [33], [34], IEC 61850 Substation Configuration
Language (SCL) [35], and the Unified Modeling Language
(UML) [36], there is a need within industry and academia
to specify what information is important to share. CPTL
provides an extensible framework to incorporate information
attributes and to integrate information at multiple architectural
levels including physical, cyber, and even social dimensions
(as called for by the National Infrastructure Protection Plan
(NIPP) [37]). CPTL graphs serve as a formalism aligned with
the etymology of the word system (cvoTnua) which means
“an organized whole; body” or a “composition” [38]. The
intent of CPTL is to organize resources to support analyses
of cyber-physical interactions. CPTL supports requirements
for cyber-physical analyses that include the ability to model
assets and their dependencies, to integrate diverse data sources
under a common language, and to compose previously-defined
models to form new systems [25], [39].

A CPTL model consists of (1) a graph that represents
connectivity information among assets, (2) a set of ontologies
that specify the types of these assets and associated graph
attributes, and (3) a mapping from concepts and roles in these
ontologies to the graph. CPTL implements these abstractions
as (1) a JavaScript Object Notation (JSON) [40] node-link
graph whose vertices correspond to assets and edges to links
among those assets, and (2) a set of W3C Web Ontology
Language (OWL) [41] ontologies that document a controlled
vocabulary for vertex and edge attributes, including vertex and
edge types. The mapping from ontology concepts and roles
to the graph (component 3 of a CPTL model) is implicit in
the properties associated with vertices and edges in the JSON
graph. A more in-depth theoretical discussion of the theory
behind CPTL, including description logics, ontologies, and
graph theory, may be found in [25].

The hierarchical structure of the 8 substation model data
shown in Figure 3 reflects these formalisms. The 8-Substation
Model is available to browse at http://cptl-c.iti.illinois.edu/.
The CPTL Consortium GitHub contains source code that
demonstrates how to define and validate model components
as well as instances of model components. Ontologies and

Thttps://github.com/cptlc/cptl-models/tree/master/cypsa-8sub

schemas (contained in the ontologies and schemas di-
rectories) define and describe the types of assets (e.g. node,
breaker, switch) and relations among them as well as a
means to validate the syntax of these networks via JSON
schema. In addition, the distribution provides inventories of the
component networks referenced within the model and icons
for each type of asset (contained in the graphs and icons
directories respectively). Figure 4 shows excerpts of a few files
in the source tree pictured in Figure 3. The remainder of this
section describes the model components, their representation,
and instances within the 8 substation model.

a) Electrical Power Network: Researchers and practi-
tioners must understand how computer networks integrate with
the electrical power network. Therefore, the model of an
electrical power network must represent physical components
that are directly affected by networked Intelligent Electronic
Devices (IEDs). The circuit breaker is the most common type
of controllable physical actuator within a power system. As
such, a node-breaker model, which represents physical com-
ponents including circuit breakers, is an appropriate starting
point to capture cyber-physical dependencies and support their
analysis.

The middle panel of Figure 4 illustrates a small example
electrical power network based on data provided by Power-
World [44]. Current types of assets defined within the OWL
ontologies for the network include a breaker, bus, node,
generator, and transformer. Additional types (and attributes)
may be defined based on object models defined within other
languages such as IEC 61850 and even device configuration
files. The 8-substation model is so named because it defines
eight substation power networks.

b) Substation Control Network: Control networks within
substations are considered crucial for the resilience of the
electrical power infrastructure because they contain most of
the IEDs that are directly connected to physical components.
Substations include both sensors and actuators for monitoring
and control of the system. Substation devices may be con-
nected through a Local Area Network (LAN) but often use
serial links.

Figure 4 illustrates a portion of a small substation network.
The model distinguishes between overcurrent relays—which
trip breakers when the load current exceeds a configurable
threshold—and distance relays—which are used to locate the
distance to a fault on a line [42]. The current version of the
model defines types for serial and ethernet-based connectivity.
Other relays, such as the reverse-power relay, are also included
in the model. In addition, a simple switch serves as an
entry point into the substation control network. There are
four serially-connected and four ethernet-connected substation
control networks within the version of the model for this paper.
These substation control network topologies are based upon
visits to real-world substations and discussions with industry
experts.

c) Secondary Substation Network: The electrical power
network, combined with the substation IT network through
cyber-physical dependencies (formalized as a graph join as
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Fig. 2. A detailed view of secondary substation topologies within the 8 substation model. A secondary substation topology consists of a substation control
network composed (via graph join) with an electrical power network. In the image above, each substation has exactly one connection to the control center and
so this is omitted in the diagrammatic representation of the substation control network. The numbers of vertices within each control network correspond to
the standard device and function numbers defined by IEEE Standard C37.2 [42]. The notation was also informed by the schematic representations developed

by the IEEE Power System Relaying Committee (PSRC) Working Group 15 [43].
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Fig. 3. The pipeline used to generate the 8 Substation Model starts with data sources to instantiate components of eight substation networks and one control
center. These components are then combined, via a graph merge tool, to form composite networks. For example, this figure highlights the process to create
the Capital City Substation network. Throughout the process, resultant CPTL JSON graphs are validated against schemas for each model component. These
models may then be used as input to visualization and analysis tools. The 8 substation model and pipeline code are available via an open-source license.
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Fig. 4. The CPTL Browser converts CPTL JSON graphs into SVG whose graphical elements are annotated with attribute fields and values defined within
OWL ontologies. For example, the distance relay in this figure has both a type definition within the ontology as well as a JSON representation that the CPTL
Browser translates to SVG. Users may apply visual styles to the models based on model attribute values.
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Fig. 5. Dependencies between an overcurrent relay (SEL 421 2) and a
breaker in the Odgenville substation yard. These dependencies are represented
within the model currently via the hasBreakerConnections relation.

described in [25]) creates a cyber-physical model of a sub-
station network. The cyber-physical dependence upon which
this initial release of the model focuses are relay/breaker
interactions. For example, the thick green lines between relays
and breakers in Figure 4 represent 5 physical connections: (1)
a line to measure high-side voltage, (2) a line to measure low-
side voltage, (3) a line for current, (4) a line to indicate breaker
status (open or closed), and (5) a line to control the breaker.
Figure 5 illustrates these five connections in more detail.

The Capital City substation illustrated in Figure 4 merges an
electrical power network with a substation control network. As
shown in Figure 3, given valid CPTL JSON graphs for these
two model components, a merge tool implements a graph join
operation to output a composite graph. Figure 4 shows a snip-
pet of this output graph (capital-city.substation
. Json). The version of the model for this paper defines eight
substation networks and provides a graph with all substation
networks merged. A similar process is used to instantiate
other composite networks for which the distribution includes
schemas. These include networks that compose a substation
with one or more substations, and a network of several
substations with a control-center network.

d) Control Center Network: The control center provides
a central solution for operators to monitor their infrastructure
and allows operators to issue control commands. Two major
components of a control center are the Energy Management
System (EMS) and the Supervisory Control And Data Acqui-
sition (SCADA) system. The SCADA system carries telemetry
information from the substation Remote Terminal Units (RTU)
to the EMS. The EMS uses this information to estimate the
state of the grid and to update monitoring displays used by
operators to make decisions. The EMS also handles economic
dispatch information.

The 8 substation model’s control center network is based
on that of an actual utility. Synthetic firewall rules were con-
verted into a network topology via the NPView tool [45] and
subsequently converted via the publicly-available npv2cpt1
tool. Although detailed interconnections between a SCADA
system and EMS are proprietary and internal to management

software, there are a variety of high-level architectures for
communications between an RTU and control center Front
End Processor (FEP). The current model does not include sub-
station RTUs, and a simple link for control-center/substation
communications captures this dependency. In future model
versions, the model could be extended to include RTUs
as well as more specific communications links that include
Synchronous Optical Networking (SONET), microwave, or
dialup as described in NIST 800-82 [46]. The current model
includes a control center network as well as the control center
merged with all eight substations.

IV. FUTURE WORK

The intent of the 8 Substation Model is to give researchers a
realistic, synthetic, and extensible cyber-physical model of an
electrical grid system. Future work will focus on developing
larger utility-based models and extending the ontologies and
schemas to include a wide variety of assets and attributes. Fu-
ture work will also focus on integrating and extending analyses
already in the literature to account for faults introduced by
cyber dependencies. Finally, we intend to evaluate the ability
to compare the resilience of independently-generated models
and their composition.

V. CONCLUSION

The electrical power grid’s increasing dependence on com-
puter networks and electronic devices for monitoring and con-
trol necessitates the ability to inventory and analyze the nature
and scope of such interactions. Practitioners need a Common
Format to understand the extent of such dependencies and to
analyze the consequences of such dependencies for planning
and risk assessment. Researchers need realistic models to
design and compare security metrics grounded in realistic
assumptions. The 8-substation model uses CPTL to model dis-
parate network architectures found in electrical power systems.
We hope this model will accelerate the research, development,
and deployment of cyber-physical analysis tools to improve the
security and reliability of power system operation.
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