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Abstract
A power system is a complex cyber‐physical system whose security is critical to its
function. A major challenge is to model, analyse and visualise the communication
backbone of the power systems concerning cyber threats. To achieve this, the design and
evaluation of a cyber‐physical power system (CPPS) testbed called Resilient Energy
Systems Lab (RESLab) are presented to capture realistic cyber, physical, and protection
system features. RESLab is architected to be a fundamental platform for studying and
improving the resilience of complex CPPS to cyber threats. The cyber network is
emulated using Common Open Research Emulator (CORE), which acts as a gateway for
the physical and protection devices to communicate. The physical grid is simulated in the
dynamic time frame using Power World Dynamic Studio (PWDS). The protection
components are modelled with both PWDS and physical devices including the SEL Real‐
Time Automation Controller (RTAC). Distributed Network Protocol 3 (DNP3) is used to
monitor and control the grid. Then, the design is exemplified and the tools are validated.
This work presents four case studies on cyberattack and defence using RESLab, where we
demonstrate false data and command injection using Man‐in‐the‐Middle and Denial of
Service attacks and validate them on a large‐scale synthetic electric grid.

1 | INTRODUCTION

The electric grid is transitioning to a smarter grid that employs
advanced communication technologies. With advanced
computing and communications, cyber‐security has proven to
be a critical issue in power transmission, generation, and dis-
tribution systems. Cyber adversaries can modify or create data
that can impact the grid's normal operation and potentially
destabilise its operating point causing cascading failures. Earlier
this year, an unidentified threat successfully compromised the
administrative systems of the European Network of Trans-
mission System Operators for Electricity (ENTSO‐E), with
the potential to compromise 42 transmission system operators
(TSOs) across 35 member states in Europe [1]. Other attacks
are also widely known such as the Ukraine attacks [2], where an
attacker targeted three distribution units to cause a power
outage after intruding into the Supervisory Control and Data

Acquisition (SCADA) system. Attacks like Pivnichna [3] caused
a power outage, while Stuxnet [4] allowed control of pro-
grammable logic controllers (PLCs), by overspeeding the
centrifuges in a nuclear plant.

It is necessary to propose defence mechanisms for such
zero‐day attacks. The use of firewalls, intrusion detection sys-
tems, and intrusion prevention systems is important, but these
tools may not work efficiently on stealthy coordinated attacks.
Hence, we need to employ the latest tools and techniques to
make solutions that are more intelligent and capable of
detecting complex attacks. Machine learning, including deep
learning or even artificial intelligence, offers advantages that
can aid cyber and physical attack detection and localisation.
These techniques are data‐intensive, as more data provides a
better solution. One way to generate those real‐time datasets is
to mimic those attacks and detect them using data‐centric
Intrusion Detection Systems (IDS) solutions using a testbed.
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This work presents our Resilient Energy Systems Labo-
ratory (RESLab) testbed that forms an environment for re-
searchers and stakeholders to understand the impact of
cyberattacks and validate their defences. RESLab provides a
platform to evaluate how the power and communication
networks perform together based on real‐world systems and
events, including communication protocols, operations, and
latency requirements. It allows other researchers to develop
and test intrusion detection tools for defending and miti-
gating real cyber attacks. The purpose is to enable studies to
make cyber‐physical power systems more resilient to
cyberattacks.

The contributions of this work are to (1) introduce RESLab,
a cyber‐physical power system testbed that is a mix of emula-
tors, simulators, and real devices designed to study resilience
problems and solutions in large‐scale power systems; (2) pro-
vide a platform for data collection, visualisation, evaluation, and
defence against multi‐stage cyber threats to the power system;
(3) model realistic data flows in RESLab using a large‐scale
exemplar power system to implement and validate scenarios
impacting grid resilience; (4) demonstrate the implementation
of Denial of Service (DoS) and variants, based on stealthiness,
false data and command injection attacks causing impact to
different areas of a large‐scale grid; (5) analyse attack practicality
of the use cases and validate them with queueing theory; (6)
develop a next‐generation Energy Management System (EMS)
software with the focus on visualising and performing data
fusion based on real‐time alerts in RESLab.

This work is organised as follows: In Section 2, we briefly
review other testbeds and motivate the need for RESLab.
Section 3 presents the architecture and components of
RESLab. The threat model for this work is presented in Sec-
tion 4. Section 5 demonstrates its implementation in RESLab
with four use cases. Then, we present the analysis of the at-
tacks and their impacts on the physical system. The results are
analysed in Section 6.

2 | CYBER‐PHYSICAL POWER SYSTEM
TESTBEDS

Significant work occurs in developing cyber‐physical testbeds.
This section provides context about where RESLab fits in with
respect to other power system cyber‐physical testbeds
described in the literature. It is important to recognise that
testbeds change continually with use, and this may not be
publicly documented. Hence, our perspective below highlights
the motivations and needs that drove us in the design and
creation of RESLab.

We review testbeds that focus on investigating the
vulnerability of power critical infrastructure, including their
challenges and limitations. Previous works range from appli-
cations in wide‐area protection and monitoring in transmission
and generation to distributed energy resources (DERs),
microgrids and distribution systems, and to operation domains
such as Energy Management Systems (EMS) and Distribution
Management Systems (DMS).

2.1 | Testbeds and platforms

A cyber‐physical testbed architecture is implemented by
networking together simulators, emulators, and hardware. The
quality of a cyber‐physical testbed is measured by its success in
advancing the research and applications it supports. It includes
a platform‐enabling communication between components, a
system for data collection, aggregation, visualisation, and a way
of executing and evaluating cyber security incidents against the
system under study. Cyber‐physical power system testbeds are
presented in Table 1 based on their components (e.g. power
and cyber simulators, software, devices), supported protocols,
power system level(s), and intrusion experiments.

Testbed efforts in [5–10] focus on evaluating the impact for
physical use cases (e.g., cyberattacks on power flows, loss of
load or synchronism, protection systems, and microgrids) while
using networking hardware. Some testbeds [11–15] use network
simulators to demonstrate the behaviour of the network, while
others use emulators to replicate its behaviour. Minimega [16]
and SCEPTRE [17] by Sandia National Laboratories provide a
platform for large‐scale virtualisation and emulation, respec-
tively, of industrial control systems (ICS). HELICS [18] from
the National Renewable Energy Laboratory provides a large‐
scale co‐simulation platform that integrates discrete‐event
simulators such as NS‐3 and time‐series simulations such as
for power flows. Some testbeds [11, 15, 19] provide features to
integrate external devices or virtual machines (VMs) to simu-
lators, but these are challenging to scale to large systems.

Power system simulators such as a real‐time digital simu-
lator (RTDS), OpalRT, or Typhoon have been used in several
testbeds [6–8, 10, 11, 20–24] to mimic the power system with
high‐fidelity, but these are resource‐intensive for simulating
large‐scale systems. For example, each chassis of RTDS with
five cores can run a maximum of 100 buses [25]. These
hardware solutions are essential for experiments where fast
dynamics are important, for example, electromagnetic tran-
sients, power electronics, DERs, or microgrids.

Testbed efforts in [12, 20, 26–31] implement cyber in-
trusions such as MiTM. MiTM attacks can be performed in
different ways such as address resolution protocol (ARP) cache
poisoning, Internet protocol (IP) spoofing, or hypertext
transfer protocol (HTTP) session hijacking, but this is not al-
ways presented. Testbeds such as [11, 32] use frameworks like
Ettercap or Metasploit but have limitations in goal‐oriented
MiTM cyberattacks (e.g., attacks that require a dedicated pro-
tocol parser and database to store historical values for a larger
grid, or stealthy attacks that need coordination to modify a set
of measurements from different locations).

2.2 | Criteria for design decisions

RESLab is comprised of simulators, emulators, and virtuali-
sation, while providing additional features that improve upon
six major metrics: scalability, orchestration capability, data
collection and fusion, fidelity, cyber threat realism, hardware‐
in‐the‐loop (HIL) support etc. These form the basis for the
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design decisions of RESLab. Table 2 presents testbeds based
on these metrics.

Scalability: The primary goal of RESLab is to provide a
platform to detect and protect a large‐scale cyber‐physical
electric grid against cyber threats. Hence, we focus on the
needs for large‐scale grid emulation, where our testbed enables
us to analyse the attacks and the impact associated with multi‐
element outages due to cyber threats. RESLab's integration of
large‐scale realistic cyber‐physical models, including a synthetic
test case on the Texas footprint with power [33] and
communication [34] systems, balancing authorities, and market
participants, strengthens its ability to provide value for power
systems’ stakeholders.

Automation & Orchestration: Features to support
orchestration and automation are essential for smooth and
repeatable demonstration of scenarios in testbeds. Orchestra-
tion refers to additional software developed to provide user‐
friendly scenario‐specific configurations and model integra-
tion. Automation scripts enable interconnections between
different components of the testbed, for example, using
network sockets or other client‐server architectures. For
example, Phenix is a monitoring tool orchestrated over
SCEPTRE [35]. Other examples include a Labview‐based GUI
[29], a command‐line based attack suite [11], and many others
as illustrated in Table 2.

In RESLab, we developed orchestration tools for visual-
ising the cyber network of the synthetic electric grid, imple-
menting cyber‐intrusions using a GUI attack suite, aggregating
real‐time data from simulators as well as integrating monitoring
tools like Zabbix. RESLab also uses an OpenDNP3 library
that enables flexibility in incorporating a hierarchical DNP3
architecture where a DNP3 master can interact with out-
stations, usually RTUs in a substation, and those RTUs can
further act as master and can control DNP3 outstations which
are protective devices such as relays.

Data Collection & Fusion: Currently, few datasets are
publicly available that provide cyber‐physical features for
training IDSs. Most datasets are restricted to either purely
physical or cyber features. The widely‐known KDD and
CIDDS datasets used in developing ML‐based IDS are centric
to cyber features [36]. Tools such as MATPOWER and pan-
dapower have been used to provide physical‐side datasets for
bad data detection. Datasets that include measurements for
transmission systems are presented in [37–39].

An innovation of RESLab is its dataset management
and availability. RESLab is a platform that aggregates real‐
time cyber traffic and power data along with IDS alerts and
enables integration of third‐party tools including visualisation
and data analytics. The dataset [40] for the use cases eval-
uated, the multi‐sensor data fusion engine [41] along with

TABLE 1 Review of cyber‐physical power system testbeds based on the components, ICS protocols, system level(s), and intrusion experiments

Ref Components ICS Protocols System Level Intrusion Expt.

[20] RTDS, relays, IEDs, gateway IEC 61850 Substation No

[21] RTDS, NS‐3/DeterLab, PMUs, phasor data concentrator
(PDC), GPS clock

PMU/C37.118 Transmission DoS, MiTM

[22] RTDS, Opal‐RT, wide area communication emulator, PMUs,
SDN, RTAC, PDC, industry‐grade SCADA

C37.118 Transmission MiTM

[5, 6] RTDS, real Network/SDN, PMU, PDC, relay, industry
software from SEL, GE, snort, Wireshark

MODBUS/TCP, IEEE
C37.118

Aurora, DoS

[26] Typhoon HIL 602, DSP, FPGA, SunSpec system validation
platform, inverter and converter

IEC 61850 Distribution, DER No

[29] Power world DS, wide area communication emulation, NI
CRIO, SEL 421, SEL 651R, SEL 734B

DNP3 and GOOSE Transmission No

[11] RTDS, opnet, LibModbus, OPNET, RTLAB MODBUS Transmission MiTM

[10] RTDS, SDN based switch, firewall, self‐developed
SCANVILLE, RADICL

IEC C37.118, IEC
61850, DNP3

No specific use case RADICL for cyberattacks

[13] PowerWorld, MATLAB, RT‐LAB, OP5600, OPNET Modbus‐ RSIm No specific use case DoS (compromised HMI), SYN
ACK flooding

[46] PowerWorld, RINSE(network emulator) MODBUS‐TCP Transmission DDoS attack

[14] OPAL‐RT, No cyber simulator or emulator, Labview CRIO,
OSIsoft's PI‐Server

DNP3 and MODBUS,
C37.118

No No

[30] OPAL RT and Typhoon HIL, Xilinx Virtex 6 FPGAs Microgrid, generator
control

No

RESLab PowerWorld DS, CORE, RTAC, snort, Packetbeat,
OpenDNP3

DNP3 Transmission MiTM and DoS

Abbreviations: CORE, common open research emulator; DER, distributed energy resources; DoS, denial of Service; ICS, industrial control systems; MiTM, man‐in‐the‐middle; RTAC,
real‐time automation controller; RTDS, real‐time digital simulator; SCADA, supervisory control and data acquisition.
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the different IDS solutions proposed in the work are avail-
able online [42].

Cyber Intrusion Practicality Analysis: Some works
implicitly assume that an adversary can successfully reach a
device and cause MiTM or DoS with high probability. How-
ever, cyber incidents with this depth are rare and the targeting
adversaries are stealthy. Hence, it is valuable, and essential for
defence, to analyse attack strength considering the stealthiness
of attacks. RESLab is designed to fulfil this. For example, we
enable an in‐depth analysis of the practicality of MiTM attacks
against DNP3, considering detection tools [43]. RESLab ana-
lyses the challenges of incorporating MiTM attacks under
different polling rates and numbers of polled DNP3 out-
stations for a large‐scale power system using queuing theory.
Extensive research has been proposed on defence against FDI
attacks [44, 45]. However, works that address FDI attacks tend
to make unrealistic assumptions on the adversary's capabilities
in the communication network; RESLab remedies this by
enabling its emulation of the communication system and high‐
fidelity FDI attacks.

Use of Common ICS Software and Hardware: Many
testbeds in Tables 1 and 2 contain hardware‐in‐the‐loop (HIL)
features, that is, hardware that closes the loop from monitoring

to control with the simulation/emulation. RESLab also facili-
tates HIL studies, currently through integrating the RTAC,
CORE, and PWDS. The RTAC reads measurements from
PWDS over DNP3 through CORE and implements control
logic to generate commands and send them back to PWDS
through CORE. In future works, we will integrate simulation
measurements into physical protective relays. RESLab in-
tegrates commercial monitoring and detection tools. ELK
stack is used to monitor ne

twork traffic from CORE as well as Snort IDS logs
emulated within CORE. It also integrates the Zabbix moni-
toring tool using the control network of the CORE emulator.

3 | RESILIENT ENERGY SYSTEMS LAB
CYBER‐PHYSICAL TESTBED
ARCHITECTURE

RESLab is designed to reflect realistic power and cyber com-
ponents based on the synthetic electric grid model on the
Texas footprint [33], and its communication model is intro-
duced in [34]. Figure 1 presents a high‐level view of the ar-
chitecture considered, showing an example of one substation

TABLE 2 Review of Cyber‐Physical Power System Testbeds based on scalability, orchestration, data fusion, fidelity, cyber threat realism, and HIL
support

Ref Scalability Orchestration
Data
Fusion Scenario Details Practicality Analysis

HIL
Support

[21] IEEE‐14 case RT‐VSMAC monitoring No Yes, through SoE (seq. Of events) Yes, MiTM/DoS impacts
analysed

Yes

[22] IEEE‐118 case PMU fault location application No Yes, compared simulated and real‐
time results

Yes, packet delay, packet loss
and channel failure

Yes

[7] WECC‐9 bus No No Yes, coordinated attack No Yes

[24] IEEE 9 bus No No Yes, measurement and control
attacks impact on AGC

No Yes

[11] IEEE 11 bus Yes, Modbus MiTM attack suite No Yes, validated with MiTM attack on
inputs to static var compensator

No Yes

[29] EMP 60 Yes, Labview based visualisation
and commercial EMS
integration

No Yes, fault detection and isolation
with protocol parsing latency

No Yes

[10] No specific study Yes RADICL No Not validated in the paper No Yes

[46] 7 bus case Yes, network viewer No Yes, visualised through impact of
line‐overflow

No, RINSE architecture
presented but experimental
analysis

No

[12] IEEE 13 node
feeder

No No Yes No Yes

[14] Kundur 2 area 4
machine
system

Yes Yes Yes No Yes

RESLab Texas 2000 bus CYPRES EMS, DNP3 master,
and MiTM attack GUI

Yes Yes, validated with FCI and FDI
attack impact

Stochastic analysis of MiTM
attack challenges

Yes,
currently
with
RTAC

Abbreviations: DoS, denial of Service; EMS, energy management systems; HIL, hardware‐in‐the‐loop; FCI, false command injection; FDI, false data injection; MiTM, man‐in‐the‐
middle; RESLab, Resilient Energy Systems Lab.
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and one utility control centre (UCC), with components and
data flows. Detailed data flows including balancing authorities
and demilitarised zones (DMZs) are presented in our work on
firewall policies [47].

In the simplified model in Figure 1, the main data flow
depicted is DNP3 traffic, which is initiated at the UCC where
there is a DNP3 master and a SCADA server that act as our
central control and human machine interface (HMI) applica-
tions. At the substation level, there is a DNP3 outstation
(DNP3 O/S) which has the data from the field devices that the
UCC needs to monitor.

At the bay level, devices including RTUs and relays
monitor the system status, collect data, and control physical
analog and digital devices at the process level. Physical de-
vices include circuit breakers, which we call digital devices as
they have two states, or generators and load, which we call
analog devices. The relays can trip circuit breakers to isolate
a faulted circuit. The data from the process level, for
example, from instrument transformers, is concentrated in
RTUs and then transferred to the substation level. Within
the UCC, the DNP3 master collects the information from
each substation for a complete view to understand and
control the system. In [48], a typical structure of data con-
centration and engineer access is presented using the SEL
RTAC in SCADA systems, where the RTACs in substations
communicate with the RTACs in the UCC and EMS for
data collection and control.

The UCC and the substations are in different locations,
and in RESLab they are interconnected by an IP network but
they can also be connected through a serial link. At each
location we have one router: the substation router and the

UCC router, which also act as firewalls because they are
configured to allow only DNP3 packets and block unwanted
traffic. Figure 2 illustrates how RESLab follows this data flow
pipeline and incorporates real‐time power system simulation
using PWDS, a physical SEL RTAC, an OpenDNP3 master
application, and an emulated communication network using
CORE.

In the testbed, PWDS acts as a collection of DNP3 out-
stations connected to the substation’s control network (shown
as Sub LAN in Figure 2). The emulated DNP3 master and SEL
RTAC are housed in a control centre network to represent
software‐ and hardware‐based control platforms. Each of the
emulated components is hosted in a virtual machine manage-
ment environment, named vSphere. The vSphere environment
allows for the creation and management of a large number of
VMs. The time synchronisation between VMs is maintained
through the Network Time Protocol server within the vSphere
client. To ensure that ICS traffic passes through the CORE
emulator, batch scripts are run in the VMs to update routing
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F I GURE 1 Power system cyber‐physical
architecture with one substation and a utility
control centre

F I GURE 2 The logical connections between the virtual machines
(VMs) hosted in Resilient energy systems Lab (RESLab)
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tables. Further, within vSphere, multiple VLANs are created in
a virtual switch to segregate ICS traffic from other background
and management traffic. In RESLab, connections between
emulated and physical components are made to scale the
network depending on the use case. Next, the purpose and
functionality of each testbed component are presented.

3.1 | Cyber network emulation: Common
open research emulator

RESLab uses the network emulator Common Open Research
Emulator (CORE) that provides a platform to run different
applications, such as iptables for firewall, Snort for intrusion
detection, and services such as Secure Shell (SSH) for remote
access. CORE is an open‐source network emulator published
by the U.S. Naval Research Laboratory. CORE is used for
emulating smart grid networks in [49], where the authors
compared existing works of co‐simulation and discovered
CORE to be suitable for large‐scale simulations.

The software allows the creation of several BSD jails,
similar to Linux containers, that can be connected to
emulate realistic communication networks. These containers
are used to emulate routers, firewalls, personal computers,
and Linux servers in the communication network. CORE
can also tap into the hosts’ Ethernet connections to
connect with external networking devices and VMs housed
within vSphere.

In our testbed, CORE is hosted as one of the VMs with
each of its virtual network interfaces connected to different
VLANs, such the Sub LAN and Utility LAN shown in
Figure 2, to emulate a wide‐area‐network (WAN) between the
substations and the UCC. CORE also has a bridge connecting
the cyber‐physical EMS application (Section 3.5) that monitors
real‐time traffic from PWDS as well as network traffic in
CORE. The WAN setup has direct connections between the

gateway routers of the UCC and the substation subnets. The
routes within this architecture are created by running Quagga
[50] services in the routers running the open shortest path first
(OSPF) protocol.

From left to right in Figure 2, the connections are as fol-
lows: (1) VM hosting DNP3 master, (2) VM running CORE,
(3) VM running a centralised cyber‐physical EMS application,
and (4) the PWDS VM. To show the emulated network,
Figure 3 details the network topology: the DNP3 master and
SEL‐RTAC are connected to the CORE through a virtual
interface [1]; the interface [2] forwards Snort IDS alerts from
the control centre router to the EMS application; the VM
running the large‐scale synthetic electric case in PWDS is
connected through the interface [3].

3.2 | Power system simulation: Power world
simulator and dynamic studio

RESLab uses PowerWorld Simulator and Dynamic Studio
(PWDS) that provides large‐scale power system modelling
in the steady‐state and transient stability timeframes
[51–53]. It can emulate large‐scale grids (up to 82,000
buses) and a distributed computing feature to perform
parallel steady‐state contingency, transient stability, and
available travel capacity analysis. Since the goal of our
testbed is to study the impact of cyber threats on a large‐
scale grid via a coordinated attack at various locations,
PWDS is used in RESLab.

In RESLab, PWDS models the dynamic behaviour of an
electric power system in the transient stability timeframe. It
does interactive control [33], and serves as a general interface
for DNP3 outstations [51, 52]. An outstation, as defined from
a power system operational point of view, typically includes
one substation and its devices, including branch breakers,
generators, load breakers, and shunts. The DNP3 tags generate

F I GURE 3 Common open research emulator (CORE) network topology showing emulated PC nodes and connections to the following: [1] DNP3 master,
[2] cyber‐physical resilient energy systems (CYPRES) app, and [3] power world simulator and dynamic studio (PWDS) DNP3 outstations

SAHU ET AL. - 213



binary data, such as the status of all devices, and allow the
devices to be controlled by other DNP3 masters/clients. The
DNP3 tags can also be set to send analog data, such as mea-
surements of generator real and reactive output, allowing
DNP3 masters to change the generator setpoints. A DNP3
master is hosted in a VM running OpenDNP3. Another VM
runs the SEL acSELerator software to configure the RTAC as
a DNP3 master.

PWDS also serves as a simulation engine with a generic
interface for integration into other applications [53]. In our
experiments, PWDS simulates the power system in a real‐time
environment in which cyber threats and defence mechanisms
are implemented. The large‐scale test case on the Texas foot-
print [33, 34] is implemented as our exemplar power system
and maintained at Texas A&M. CORE's WAN is used to
forward the breaker status and control commands between
VMs.

3.3 | DNP3 and master application

DNP3 is extensively used by electric utility companies for
communication between equipment [54]. The protocol utilises
the master/outstation architecture. A network can be config-
ured to have one DNP3 master communicate with more than
one DNP3 outstation as a multi‐drop network. Alternatively,
there can be one DNP3 master that communicates with one
DNP3 outstation.

DNP3 messages contain a 10‐octet DNP3 header and a
maximum 292‐octet DNP3 payload carried over TCP/IP
packets. The DNP3 header contains link control, length,
sync, source, and destination address fields with a cyclic
redundancy check (CRC) to ensure data integrity. The pur-
pose of the CRC is to ensure that bits have not been
changed accidentally during their transmission from source
to end node. Some intruders may modify the traffic yet fail
to modify the CRC, which can be easily detected by the
receiver or by implementing DNP3 specific decoders in IDS.
Inside the DNP3 payload, function codes identify the
operation the outstation performs. These are the function
codes used in our simulations: Confirm (0x00), Read (0x01),
Read (0x2), Select (0x03), Operate (0x04) Direct Operate
with Acknowledge (0x05), Solicited Response (0x81), and
Unsolicited Response (0x82).

The DNP3 master application in RESLab uses the
PyDNP3 library and a Python wrapper for the C++ based
OpenDNP3 module to run the master as a console and a
graphical user interface (GUI) application (Figure 5a). The
purpose of the master application is to continuously monitor
the status of the circuit breakers, generators, and loads in the
DNP3 outstations that are running in PWDS. The applica-
tion also forwards the response of the DNP3 outstations as
well as the connection status to the central application via
CORE's WAN. This application is configurable to change
the polling rates and visualise real‐time traffic. It runs in an
isolated VM but exists in the UCC LAN with its default
gateway set to 172.16.0.4, which is the UCC router (see

Figure 3). The application is located in one of the nodes
within the UCC LAN and allows the user to choose out-
stations to monitor and control the substations that are
under the UCC.

3.4 | Real‐time automation controller
integration

RESLab integrates SEL‐3530 RTAC to explore different var-
iants of the DNP3 master. The RTAC provides flexible system
control with integrated management of security, configuration,
and logic. It supports multiple communication protocols, such
as DNP3, Modbus, and IEC 61,850, and comes with an
embedded IEC 61,131 logic engine. RTAC has been utilised in
several hardware‐in‐the‐loop testbeds for data collection and
signal conversion [22, 29], but it has not been used for
communication studies or to emulate cyber adversaries asso-
ciated with specific hardware.

Within RESLab, for each substation, there is a DNP3
master in the RTAC to collect analog input data, such as power
flow and binary input data, and the status of the transmission
lines from PWDS. Furthermore, each client in the RTAC
controls the corresponding devices through analog and binary
outputs to change the generator setpoint and device status
(on/off). Thus, the integration of an industrial standard control
device in RESLab allows researchers to gain a deeper under-
standing of how cyber adversaries can impact the devices and
the system as well as develop more practical detection and
defence logic in the field.

3.5 | Cyber‐physical energy management
system

A centralised cyber‐physical energy management application
named Cyber‐Physical Resilient Energy Systems (CYPRES)
that our team developed is designed to house algorithms for
monitoring and analysis, run SCADA applications, and visu-
alise the system. CYPRES is developed and deployed in
RESLab as an exemplar use case for the testbed. CYPRES
aggregates information from the cyber‐side CORE emulation
environment, the power side from PWDS, as well as from the
DNP3 masters regarding DNP3’s communication status as
illustrated in Figure 4b. CYPRES is used to visualise the
control network of the synthetic utilities and their substations
in the synthetic power grid (Figure 4b). To detect intrusions, it
also probes real‐time traffic where CYPRES then performs
data fusion from multiple sensors in the synthetic network.
The CYPRES application is currently envisioned to be housed
at a central location (i.e., at a balancing authority or utility)
and used to analyse the system with respect to cyber in-
trusions. Furthermore, CYPRES provides cyber‐physical
situational awareness in RESLab using attack tree visual-
isations to access risks related to cyber and physical assets and
impact, and to recommend mitigation actions for the identi-
fied risks.

214 - SAHU ET AL.



3.6 | Man‐in‐the‐middle intrusion attack
suite

MiTM intrusions have been incorporated in many testbeds
targeting control commands and measurements in small‐scale
systems. Creating significant impact in a larger system re-
quires coordinated manipulation of measurements and com-
mands since the larger system is N‐x resilient for smaller x,
where x is the number of contingencies. Existing tools such as
Ettercap can only assist in the prior steps of MiTM such as
ARP cache poisoning. Hence, we developed an attack
orchestration suite that can assist in configuring targets,
selecting scenarios, and visualising intercepted traffic for
designing stealthy intrusions as shown in Figure 5b. This en-
ables modularity by segregating the details of MiTM dynamics
from a power system researcher who is concerned with the
traffic that is modified rather than how they are modified. The

algorithms incorporated for different use cases in Figure 5b are
presented in [43].

3.7 | Intrusion detection system

The role of an IDS is to detect cyber intrusions. Rule‐based
and anomaly‐based IDS's are predominantly used in the in-
dustry, but they lack the capability of detecting zero‐day at-
tacks. As an initial approach, RESLab integrates the Snort IDS
which is used to detect and generate alerts for cyber intrusions
based on the defined rule sets, preprocessors, and decoders. In
RESLab, Snort protects the control centre and substation
LANs by running in the routers. The alerts are forwarded to
the CYPRES application in real‐time. We improve the IDS
accuracy by training various machine learning‐based IDS using
data fusion, presented in our work [42].

F I GURE 4 (a) Cyber focussed energy management systems (EMS) tool in resilient energy systems lab (RESLab) for visualising threats in the synthetic
communication network to access different control centre and substation networks. The green icons indicate the utility control centres with two balancing
authorities (b) Panel to visualise real‐time Snort alerts from the common open research emulator (CORE) emulator in the substation window (front), along with
the control centre window (back) to get update from DNP3 Master

F I GURE 5 (a) A DNP3 master graphical user interface (GUI) that enables control of different outstations using analog and binary commands (b) An
MiTM attack suite to configure the address resolution protocol (ARP) poisoning targets and select a use case to sniff and modify DNP3 points
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3.8 | Storage and visualisation

RESLab implements a platform that the team has created to
probe the traffic at all the network interfaces inside CORE, to
collect the traffic, to use Elasticsearch Logstash Kibana (ELK)
stack to store the traffic in an Elasticsearch index, and to
visualise them using Kibana dashboard with the Packetbeat
plugin [55]. One can configure the Packetbeat plugin to modify
the number of interfaces and the type of traffic to probe.
Kibana provides a platform to write Lucene queries to filter
out a search in the Elasticsearch index. RESLab uses Logstash
to collect Snort alerts to visualise in Kibana. In addition to the
ELK stack, RESLab also integrates Zabbix [56] for network
monitoring, as it provides a platform to configure custom alert
rules and triggers. We have configured a Zabbix server in the
base operating system hosting CORE, and the Zabbix agents
in all the routers in CORE. The agents within CORE use the
CORE control network to interact with the server using the
ZBX protocol [56].

4 | THREAT MODEL

The threat model we present and implement in this work is
based on emulating a multi‐stage attack in the large‐scale
synthetic test system's communication model. In the first
stage, the adversary gains Secure Shell (SSH) access to a ma-
chine in the substation LAN. In the second stage, the adversary
performs steps that are tailored to the system under study and
to power system protocols, allowing the adversary to achieve
MiTM and DoS attacks that cause physical impact. The
RESLab framework can not only support MiTM and DOS but
also integrate other attack vectors.

4.1 | Man‐in‐the‐middle attack

Man‐in‐the‐middle (MiTM) is one of the oldest forms of cyber
intrusion where a perpetrator positions himself or herself in a
conversation between two end points to either passively
eavesdrop or to impersonate one of the endpoints, making it
appear to be a normal exchange of information. MiTM en-
compasses different techniques and potential outcomes
depending on the threat model. During the second stage of our
presented threat model, we compromise the target outstation
and its router by performing an ARP spoof attack by poisoning
the ARP cache of both the substation's gateway and the DNP3
outstation [57]. Then, in the third stage, we modify the control
and monitoring traffic to have different implications on the
electric grid.

Such tampering of commands and measurements would
normally go undetected by the outstation using CRC error
checking, since the data chunk in the DNP3 payload's has its
CRC recalculated by the adversary before the modified packet
is forwarded to the outstation. The intruder causes false
command injection (FCI) and false data injection (FDI) attacks
by first storing the DNP3 polling response for the targeted

outstations, then manipulating measurements in some cases
and commands in other cases, as well as manipulating a mix of
both to carry out one of the most critical contingencies pre-
sented in our N‐x contingency discovery article [58]. Such an
attack is hard to be detected by an IDS such as Snort if the
intruder not only tampers the command but also takes care of
the CRCs.

In RESLab, the MiTM attack is developed and imple-
mented to change binary and analog commands sent by the
DNP3 master to the outstation as well as the polled response
from the DNP3 outstations. The intruder not only modifies
the commands but also eavesdrops and then modifies the
current state of the system by tampering with its real‐time
measurements. In Table 3, the procedure for performing a
MiTM attack in RESLab is listed. The details on the various
combination of attacks that are performed in the third stage of
the threat model are presented through four use cases detailed
in Section 5.

4.2 | Denial of Service attack

As another attack vector, we implement a DoS attack to
exhaust victim nodes’ processing capability and link band-
width. There are many different methods of denial of service
(DoS) attacks that can be used, which include but are not
limited to user datagram protocol (UDP) flood, Internet
control message protocol (ICMP) flood, and Ping of Death
(PoD) [59]. While each of these DoS attack types uses different
Open Systems Interconnection (OSI) layers such as applica-
tion, presentation, session, transport, network, data link or
even physical layer protocols to carry out the attack, all DoS
methods attempt to disrupt the communication channels of
the targeted node. In our threat model, the intruder within the
substation LAN targets routers at the substation and at
the control centre by flooding the routers with ICMP traffic.

TABLE 3 The steps taken in RESLab to implement FCI injection

Sequence Description

1 a. Start the CORE, PWDS, and OpenDNP3 master. b. Allow
time for DNP3 communication between master and
outstation to be established.

2 a. Start CYPRES app to monitor cyber data. b. Start running
snort in substation router. Run the ELK services and
Packetbeat.

3 a. ARP cache poisoning of substation's gateway and outstation.

4 a. Sniff traffic to and from the outstation. b. Forward non‐
DNP3 traffic to/from outstation.

5 a. Send command from master to outstation. b. Modify
command and forward to outstation.

6 a. Modify acknowledgements from outstation.

Abbreviations: ARP, address resolution protocol; CORE, common open research
emulator; CYPRES, cyber‐physical resilient energy systems; ELK, elasticsearch logstash
kibana; FCI, false command injection; PWDS, power world dynamic studio; RESLab,
resilient energy systems lab.
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The impact of these DoS attacks is then observed and analysed
based on round trip times (RTT) and throughput of the
communication channel by varying attack strengths such as the
length and delay between the ICMP packets infused to disrupt
the DNP3 session.

5 | TESTBED EVALUATION OF
CYBERATTACK IMPACTS ON POWER
SYSTEM OPERATION

This section presents evaluation in RESLab of four use cases
targeting operational impacts that affect power system resil-
ience through large‐scale grid emulation in RESLab. The
synthetic Texas 2000‐bus case [33, 34] that we use is a publicly
available power system case. This system is N‐1 secure, and it
is also difficult to cause disruption by exploring N‐2 contin-
gencies. Hence, the use cases in RESLab leverage results from
our prior work [58] on identifying the most critical multiple‐
element contingencies based on graph theory and line outage
distribution factors (LODFs), which are located in the regions
targeted in our use cases (Figure 6).

In the model, branch (x,y) means Bus x to Bus y. To
illustrate the contingencies, if branches (5262,5260),
(5263,5260), (5317,5260), and (5358,5179) are open, there will
be four overflow branches in the system, which are branches
(5071,5359), (5138,5071), (8086,8083), and (8084,8083).
Branch (5262,5260) and (5263,5260) are located in substation
GLEN ROSE 1 (560), branch (5317, 5260) is at substation
GRANBURY 1 (601), and branch (5358, 5260) is at sub-
station RIESEL 1 (631). The overflow branches are at

substations WACO 3 (399), JEWETT 1 (1195) and
FRANKLIN (1200).

Besides, in those substations, there are several generators.
If compromised, there will also be a contingency in the system.
These generators are Gen 5262, 5263, 5319, 5321, 5360, 7098,
and 7099. Gen 5262 and 5263 are at substation GLEN ROSE
1 (399), Gen 5319 and 5321 are at substation GRANBURY 1
(601), Gen 6360 is at substation RIESEL 1 (631), and Gen
7098 and 7099 are at substation WADSWORTH (968). When
these generators reduce their output and the branch
(5260,5045) in substation STEPHENVILLE (390) is open,
there will be another overflow in branch (5286, 5046) at sub-
station STEPHENVILLE (390).

Thus, we assume that the adversary has the intent and the
resources to target the most critical branches and generators,
where disrupting their control causes a severe impact. Specif-
ically, we present four use cases to show how cyber threats can
compromise a resilient power system. These use cases involve
binary and analog command modification, measurement, and
status modification. Before exploring the scenarios, we present
RESLab's experimental setup, which allows us to collect data at
various locations and analyse them from a cyber‐physical
perspective.

5.1 | Experimental setup

The DoS and the MiTM attacks for the scenarios are per-
formed while running RTAC and OpenDNP3 applications as
the DNP3 masters. The resources used to perform all the
experiments are illustrated in Table 4. Virtual LANs (VLANs)

F I GURE 6 The large‐scale synthetic electric grid model that is the basis of our exemplar cyber‐physical power system
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are used to ensure that traffic is forwarded by the emulated
routers in CORE and to segregate the substation network from
the control centre network.

In these simulations, we use a multi‐master architecture
where each master monitors and controls a substation
separately. While the master monitors and controls the
outstations, the adversary sniffs all the measurement traffic
(requests and responses) from the substations. We capture
network traffic at four locations in the network (outstation,
master, adversary, and substation router) to evaluate the
impact of MiTM attacks on these four use cases. Since
the adversary acts as the middle man between the substation
router and outstation, we validate the MiTM by checking if
the DNP3 packets received at the substation router and at
the master are identical and if the DNP3 packets at the
outstation and adversary are identical.

To test the detection of DoS and MiTM attacks, we operate
Snort at the substation and control centre routers in a Network
Intrusion Detection System (NIDS) mode by enabling pre-
processors and decoders and including custom rules for ARP,
DNP3, and ICMP traffic. Then, we present the alerts along
with the physical traffic to correlate the alerts with the mea-
surements and command tampering.

5.2 | Class 1: False command injection

A MiTM attack that modifies binary control commands using
relay control blocks can cause line overloading [60]. To achieve
this, the adversary first parses the measurements by sniffing the
DNP3 responses from the outstation. Then, it sniffs the DNP3
binary OPERATE command and forges them. The adversary
modifies the commands with function codes of 3 and 4
(SELECT and OPERATE command) from the RTAC, and it
modifies the commands with function code 5 (DIRECT
OPERATE command) from the OpenDNP3 master applica-
tion. The adversary modifies all the CLOSE commands to
TRIP, forcing to open the critical branches identified and
causing line overloads in four other branches, shown in the data
from the scenario in Figure 7. This scenario is referred to as use
case 1 (UC1).

The intruder can also modify analog control commands to
change the setpoints in generators along with a binary com-
mand to control a branch to cause line overloads. The intruder
first inspects the DNP3 packets, changes a collection of
generator setpoints from the real value to 0, and alters the
binary control command as in UC1. This scenario compro-
mises seven generators and one branch, referred to as use case
2 (UC2).

Figure 8 shows the actual generation output in each
substation WADSWORTH, RIESEL, GRANBURY, and
GLEN ROSE along with the Snort alerts during the 5th,
10th, and 11th mins of the scenario. The intrusion in these
substations takes place during the 8th and 9th mins. The
intruder's goal is to overload the transmission line near sub-
station STEPHENVILLE, accomplished by tampering of the
analog setpoints, as observed in the interval 9‐11th minute in
Figure 8.

F I GURE 7 UC1: Overloaded transmission lines observed at the
master application (WACO 3 [399], WACO 1 [456], JEWETT 1 [1195],
and FRANKLIN [1200]). The legend shows the outstation_index. For
example, the first legend indicates outstation number 399 and DNP3 index
5. The plot beneath shows the Snort alerts during the intrusion

F I GURE 8 UC2: The real power injection in generators from
substations WADSWORTH (968), RIESEL 1 (631), GRANBURY 1
(601), GLEN ROSE 1 (560) (left y‐axis) and the overloaded line near
substation STEPHENVILLE (390) (right y‐axis). The legend shows the
outstation_index. The plot beneath shows the Snort alerts

TABLE 4 VM configuration for the RESLab architecture in Figure 2

Virtual machine Allocations in vSphere

VM name Mem. CPU cores VLANs OS

CORE 12G 4 1,2,3,4 Ubuntu

DNP3_Master 12G 4 1,2,3 Ubuntu

PWDS 10G 2 1,2,4 Windows 10

Central_App 16G 8 1,2 Windows 10

RTAC 4G 2 1,2,3 Windows 10

Abbreviations: CORE, common open research emulator; PWDS, power world dynamic
studio; RESLab, resilient energy systems lab; RTAC, real‐time automation controller;
VM, virtual machines; VLAN, virtual LANs.
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5.3 | Class 2: false data injection with false
command injection

The MiTM intruder can also perform false data injection (FDI)
with the false command injection (FCI) to create more
difficult‐to‐detect attacks. First, the intruder falsifies polled
measurements, causing the operator to re‐send a control
command to the field device. Then, the intruder modifies the
control command, as in the previous use cases, by changing the
generator setpoint. The actual generation measurements for
the same seven generators in UC2 are falsified to 20 MW, and
the flow measurement coming from branch [5260, 5045] is
changed to 3000 MW, which is above its capacity. Based on
these observations, the operators or a pre‐defined control logic
within devices such as a SEL RTAC would re‐send the control
command to increase the generators’ output and open the
branch. However, when sending those commands, the intruder
modifies the setpoints to 20 MW, making the physical system
unreliable. This scenario is referred to as use case 3 (UC3).

Figure 9 shows the system after the output of a generator
in substation WADSWORTH is changed in the polled mea-
surements by the intruder from 1000 to 20 MW as observed in
the master and the router from 52nd to 55th min. The Snort
alerts are observed from the 53rd to 56th mins. The alerts at
50th and 51st min are due to an attack in other targeted
substations such as GLEN ROSE, RIESEL, and GRAN-
BURY, whose generation set points are tampered.

Another example of a three‐stage attack is referred to as
use case 4 (UC4), where the intruder first changes the mea-
surements polled by the DNP3 master, as in UC3. Once the
operator re‐sends the control command, the intruder changes
the setpoints from the real value to a low value, as in UC2, but
the intruder also falsifies the measurement packets, masking
the true measurements and showing the original setpoint
values. The result is that the operator believes his/her com-
mand has been successfully received and committed. However,
in the true physical system, the generators’ outputs decrease,
and opening a line will then cause an overload.

Figure 10 shows the generation output at substation
WADSWORTH as observed at four locations. During the
intrusion on WADSWORTH, within the 34th and 44th mins,
the adversary first forces the master to take a wrong action to
change the generation output to 1000 MW once the master
observes low generation output at the 34th minute due to
modification of the measurements of the generation output.
Further, when the operator takes this action to address the
low generation output, the intruder changes the command
from 1000 to 0 MW to cause contingency. To be stealthier,
the intruder also modifies the polled response from the
outstation with the same setpoint value of 1000 MW from
the interval of 39 to 44 min except at 42nd min, as set by the
operator to prevent the master from observing the contin-
gency caused by the intruder in the first two stages. The snort
alerts generated in this interval are shown in Figure 10. Both
Figures 9 and 10 demonstrate the effective implementation of
the use cases by observing measurements at different loca-
tions at the testbed.

6 | RESULTS AND ANALYSIS

In this section, we evaluate the testbed's functionality by
studying the impact of MiTM and DoS attacks on the DNP3
sessions between the masters and outstations. The effective-
ness of the DoS attack is evaluated by varying the attack
strength and studying its impact on the RTT and throughput of
DNP3 traffic. The timeframe of power system operations
compared with the attack timeframe plays a major role; for
example, the timeframe of the inverter and stator transient
control is in the order of milliseconds, while the control of
voltage stability, power flow, and unit dispatch range from 10
to 1000 s. Hence, it is essential to analyse RTT to ensure that
the control commands reach the field devices on time.

The four use cases for MiTM attacks, summarised in
Table 5, are tested with the RTAC and OpenDNP3 master.
Experiments are conducted by varying the number of DNP3
outstations polled and the polling interval. Each master

F I GURE 9 UC3: The real power injection at one generator in
substation WADSWORTH as observed by the master (mas), substation
router (rou), adversary (adv), and the outstation (os), along with the
overloaded line (of_ln) near substation STEPHENVILLE. The plot
beneath shows the Snort alerts during the intrusion

F I GURE 1 0 UC4: The real power injection at one generator in
substation WADSWORTH as observed by the master(mas), router(rou),
adversary(adv), and the outstation(os). The overloaded line magnitude
(right y‐axis) near STEPHENVILLE (of_ln)
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communicates with its substation, and we assume that five or
10 masters are connected with their respective outstations.
These experiments are performed to study the success rates of
the attacker (i.e. the number of attempts) in causing the desired
contingency of each use case. The adversary is restricted by the
available resources in the Linux containers in CORE, thus the
attacks are stochastic in nature. As the number of masters
increases, the amount of traffic an intruder processes increases,
which results in higher attack miss rates, that is, the probability
that the attacker fails to modify a sniffed packet.

We monitor the number of active TCP connections as
impacted by retransmission during the progression of the
attack, based on different polling rates and varying DNP3
masters. The adversary success probability, the average
retransmission rates, the packet processing times, the average
RTT for performing each FCI and FDI attack, and the Snort
alert statistics are key characteristics for detection. Snort IDS is
used to detect the ICMP flood attack as well as the ARP spoof
attack (Section 4), which reroutes packets to the adversary and
allows modifications to take place.

6.1 | Denial of service attack evaluation

The DoS attack is targeted at the control centre and substation
router from a compromised device in the substation LAN,
encircled in red, as shown in Figure 3 and we seek to determine
which target caused more impact, latency and throughput. The
strength of the attacks is evaluated by varying the DoS ICMP
payload size for a fixed attack interval and the interval rate with
fixed payload size. For all the experiments, the communication
link in the network has a fixed bandwidth (BW) of 10 Mbps
and a propagation delay of 160 usec.

The latency between the DNP3 master and outstation
(PWDS) is the sum of three types of delays: propagation,
transmit, and queuing delays [61]. The transmit delay is
given by payload size

BW . Hence, we study the impact of payload
size, while the queueing delay is dependent on the service
rate (μ) and packet arrival rate (λ) at the router. For example,
when modelling a M/M/1 queue for the router, the average
queuing delay is given by 1

μ−λ [62]. Hence, we study the
impact of attack interval on the latency. The RTT is the sum
of upstream and downstream latencies, which can increase
substantially if the packets are lost causing retransmissions.

Without the DoS attack, the RTT should have been around
0.96 to 1.24 msec, considering a DNP3 request and response
payload size varying between 50 and 300 bytes, with no queueing
delay. DoS attacks are performed by keeping a fixed interval rate
of 1000 ms and increasing the payload size of the ICMP packets
from800 to 1800bytes in increments of 200bytes for each trial. It
can be observed from Figure 11 that the average RTT increases
with the payload size, and that the attack on the control centre
router has a higher impact in comparison to the substation router.
A sudden rise at 1400 bytes can be observed due to complete
congestion of the links leading to packet collisions, which causes
retransmissions.

Further, DoS attacks are performed by keeping the payload
size of the ICMP packet fixed at 1000 bytes while decreasing the
ICMP packet attack interval from 1500 to 500 ms in step dec-
rementsof 100ms for each consecutive trial. Figure 12 shows that
the averageRTTdecreaseswith the increase in attack interval and
that the lower attack interval has a higher impact on the control
centre router in comparison to the substation router. As the
arrival rate λ increases, the waiting period of the packets at
the queue increases and based on different queuing policies, the
packets are dropped, resulting in retransmissions.

A DoS attack primarily affects the target's downstream
bandwidth. Hence, the average throughput will be affected as
the bandwidth of the link is affected. The average throughput
for the substation router is calculated using the transmission
time of DNP3 packets, that is, the ratio of Total data payload
in bytes and Total transmission time.

The average throughput depends on the type of command
from the DNP3 master. For example, the response payload
size for the polling will be quite high compared to the response
of the OPERATE commands. The goodput is equal to the
throughput if there are no retransmissions.

F I GURE 1 2 Impact of denial of service (DoS) on round trip times
(RTT) by varying attack interval

F I GURE 1 1 Impact of denial of service (DoS) on round trip times
(RTT) by varying payload size
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In Figure 13, we observe that the throughput and goodput
increase as the payload size increases up to a certain extent, then
they decrease due to congestion in the network. It can also be
observed that the difference between throughput and goodput
increases as the payload size increases due to high retransmission
caused by the congestion. Similarly, reduced goodput is also
observedwhen the attack interval is lowered from1500 to500ms
as seen in Figure 14.

6.2 | Man‐in‐the‐middle attack evaluation

In the MiTM attacks, both the master and outstation DNP3
packets are captured at the adversary's machine located in
substation LAN. Figure 15 shows Wireshark sniffing the
DNP3 DIRECT OPERATE command from the master in
addition to the response from the outstation. As described in
Section 5, the CLOSE command is replaced by the TRIP
command as observed from the response as well as the DNP3
log of PWDS as seen in Figure 15.

TheRTT forMiTMattacks is small compared to theRTT for
aDoS attack. In aDoS attack, theRTTdepends on thenumber of
retransmissions but in a MiTM attack, the RTT depends on how
much time the attacker takes to parse the packet, modify the
payload, recalculate the checksum and CRCs, and forward
the packet to the target. There is no substantial retransmission in
the case of MiTM attacks if the intrusion is stealthy.

The occurrence of a MiTM attack is validated both by
observing a rise in RTT compared to the normal operation in
Figure 17 and from its sequence number graph Figure 16. Spe-
cifically, in Figure 17, theMiTMattack is performed from200 s to
1000 s, and the RTT is observed to increase to almost 150 ms
during sniffing and FCI attack and to almost 200 ms during FDI
attacks on measurement, indicating that the time taken by the
adversary's machine for parsing and modification affects the
overall RTT. Additionally, as the sequence number remains at 18
from3.3 to 3.4 s inFigure 16, it indicates that the attacker used the
same sequence number to forward the modified packet.

6.3 | Use case specific physical impact
evaluation

The physical impact is evaluated based on the four use cases
shown in Table 5, described in detail in Section 5. The target of
the MiTM intruders in UC2, UC3, and UC4 is the same but
they adopt different strategies to accomplish it. These use cases
detailed in Section 5 demonstrate increasing complexity. The
time to cause the same overload in branch [5286, 5046] differs
based on the strategy in each use case, as illustrated in
Figure 18. For use cases 2, 3, and 4, the overload occurs at
173 s, 216 s, and 541 s, respectively. The differences in time as
well as the system dynamics are due to the amount and
sequence of intrusions in these three strategies.

6.4 | Evaluation of Man‐in‐the‐middle
attack practicality

The successful implementation of the attack use cases requires
the intruder to cause the binary operate (BO) and analog
operate (AO) FCIs and read response (RR) FDIs in a particular
sequence as shown in Figure 19. Due to the resource limita-
tions at the attacker, such as sniffing from a single network
buffer, it can only accomplish the modification operations with
a success probability of q, p, and r for BO, AO, and RR packets
separately, which are 0.8, 0.85, and 0.62, computed empirically
using the Table 6.

The intruder continues the attack until it reaches its goal
to overload the branch (5285,5046). Hence, we evaluate the
average (over all the scenarios in each use case) minimum
number of FCI and FDI modifications the intruder has to
perform to reach its target. Table 7 shows the minimum
number of FCI and FDI attempts on average, experimentally
performed to accomplish the final goal of the intruder for
each use case with both the RTAC and the OpenDNP3
master. For UC4, the number of FDI attempts is higher
because the processing time of an FDI is higher than the
processing time of an FCI, as it involves parsing the DNP3

F I GURE 1 3 Impact of denial of service (DoS) on varying payload
size on average throughput and goodput at both substation and control
centre routers

F I GURE 1 4 Impact of denial of service (DoS) on varying attack
interval on average throughput and goodput at both substation and control
centre routers
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F I GURE 1 5 DNP3 DIRECT OPERATE command altered by intruder

F I GURE 1 7 Round trip times (RTT) of
DNP3 traffic through the substation router during
the false command injection (FCI) and false data
injection (FDI) attack in use case 4 at substation
WADSWORTH

TABLE 5 Use cases based on the type and sequence of modifications performed to study physical impacts

FCI FCI with FDI

UC1 UC2 UC3 UC4

Binary commands Analog and binary commands Measurements followed by commands Measurements, commands and measurements

Abbreviations: FCI, false command injection; FDI, false data injection.

F I GURE 1 6 Verification that the intruder
used the same sequence number to forward the
modified packet
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response from outstations that usually have large payloads.
This higher processing time reduces the success probability
of the FDI attack. For UC3, in the RTAC case, an exception

of higher FCIs is observed due to the automated generation
protection control logic incorporated in the RTAC that
caused more control traffic. Based on the success probabili-
ties computed empirically using Table 6, the expected number
of steps for FCI and FDI attacks for the use cases are
computed using the formulae in Table 8, where the numer-
ators indicate the BO, AO, and RR manipulations m, n, and
o, respectively, and the denominators indicate the success
probabilities. The m, n, and o will vary when we select a
different contingency as a target. The formulae are based on
the fact that the expected number of trials until success is
inverse of the success probability and each of the manipu-
lations is independent. For experiments with the OpenDNP3
master, the minimum number of FDI attempts is more than
the FCI attempts, validated both from experiments (Table 7)
and from the theory (Table 8) with m = 1, n = 7, and o = ,
for the N − 8 contingency (one branch and 7 generators) in
UC 2, 3,and 4. The experimental results can only match
exactly with the theoretical ones if the success probabilities
are computed from more samples, as per the law of large
numbers.

F I GURE 1 8 Impact of line overload caused through different use cases

F I GURE 1 9 Action sequence of intrusions for UC2, UC3, and UC4

TABLE 6 Successful attempts for different MiTM scenarios with the
Open DNP3 Master used to empirically compute the success probability q,
p, and r

Scenarios UC2 UC3 UC4

OS/Poll Type Succ Total Succ Total Succ Total

5/30s BO 1 1 ‐ ‐ ‐ ‐

AO 7 10 7 8 9 11

RR ‐ ‐ 23 23 33 48

5/60s BO 1 1 ‐ ‐ ‐ ‐

AO 7 8 7 7 7 8

RR ‐ ‐ 13 14 22 34

10/30s BO 1 2 ‐ ‐ ‐ ‐

AO 7 11 7 7 8 8

RR ‐ ‐ 46 48 37 103

10/60s BO 1 1 ‐ ‐ ‐ ‐

AO 7 9 7 8 11 12

RR ‐ ‐ 16 19 17 49

Abbreviations: AO, analog operate; BO, binary operate; MiTM; Man‐in‐the‐middl; RO,
read response.

TABLE 7 Minimum number of FCI and FDI attempts required on
average by the intruder for accomplishing its goal in UC2, UC3, and UC4

OpenDNP3 Master RTAC Master

Type UC2 UC3 UC4 UC2 UC3 UC4

FDI N/A 25.5 27.25 N/A 17.7 30.3

FCI 16.75 15.5 18.6 27.3 54.7 17.4

Abbreviations: FCI, false command injection; FDI, false data injection; RTAC, real‐time
automation controller.

TABLE 8 Minimum number of FCI and FDI attempts required for
UC2, UC3, and UC4, based on the success probabilities p, q, r computed
empirically

Formulae Evaluation OpenDNP3

Type UC2 UC3 UC4 UC2 UC3 UC4

FDI N/A o/r 2°/r N/A 11.29 16.47

FCI m/q + n/p n/p n/p 9.48 8.235 8.235

Abbreviations: FCI, false command injection; FDI, false data injection.
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Analysing the results from the queueing theory perspec-
tive, the traffic intensity ρ is computed based on the packet
arrival rate λ and the service rate μ as ρ¼ λ

μ [62]. From the
intruder reference, the arrival rate λ is determined by the
polling rates from the master as well as the number of DNP3
masters. The service rate μ is fixed since it is the single
intrusion node that processes the incoming traffic. The
higher the ρ, the lower the success probability for the
intruder to modify the traffic. In our simulation, since we
observe polled traffic as well as commands, the arrival rate
follows a random distribution. Every payload that the
intruder fails to forward results in the drop of the packet and
triggers retransmissions from the sender. The impact of
polling rates, number of polled DNP3 outstations on the

number of retransmissions, as well as the analysis of pro-
cessing time and its impact on RTT for different attacks is
presented in our work [43].

6.5 | Elasticsearch logstash kibana stack
visualisation

RESLab visualises the results using Elasticsearch Logstash
Kibana (ELK) stack, where Figure 20 shows a real‐time count
of the number of active TCP flows while the experiments are
being performed for the four use cases with 5 and 10 DNP3
masters. Since the number of active TCP flows is an indicator
of the number of connected clients, it helps us detect the

F I GURE 2 1 Snort alerts by alert type using Logstash and Kibana

F I GURE 2 0 Count of TCP flows from Packetbeat using Kibana when the use cases with 10 and 5 masters are incorporated
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number of clients if there are more than the intended number
of clients. At certain times, we observe more than 10 active
connections, as some clients lose connection and re‐initate a
new connection with a different source port number due to the
MiTM attacks. A higher variance of connections is observed in
10 master cases due to higher retransmissions.

The Kibana Query Language (KQL) filters help us filter
traffic, based on the source IP of the DNP3 master (i.e.,
172.16.0.2) and the destination port in the DNP3 outstations
(i.e., 20,000) as shown in Figure 20. A separate Logstash index
is created in Elasticsearch to store real‐time Snort alerts.
Figure 21 shows the histogram in Kibana for Snort alerts such
as ICMP flood, ARP spoof, and DNP3 operate during one of
the scenarios from the use cases.

6.6 | Discussion

These results validate the integration of emulators, simula-
tors, hardware, and software tools including visualisation and
IDS in RESLab by performing DoS and MiTM attacks on
the power system. Through four use cases, RESLab shows
how such attacks can cause contingencies in the electric
grid.

To understand the dynamics of the DoS attack, the results
present the impact on RTT and throughput due to different
attack intervals and payload sizes of ICMP injections in DoS.
For understanding the dynamics of the MiTM attack, we
analyse the strategies adopted by the intruder to cause the
desired contingencies. We analysed MiTM attacks’ practicality
based on the attack success probability of each kind of traffic
under each kind of different polling intervals and the number
of polled outstations. The intrusions performed in UC3 and
UC4 provide a platform to create and mitigate FDI attacks on
state estimation which involves an intruder tampering with the
measurements.

The simulations performed for the substation network in
CORE consisted of one broadcast domain. This caused the
intruder to observe the traffic related to all the substations. The
number of DNP3 masters is limited to 5 or 10 in our scenarios
which is enough to enable the intruder to accomplish its N − x
contingencies such that its x components are in these 5 or 10
substations. However, they are modelled through a single
substation network in CORE. Hence, the intruder's capacity to
inject modified traffic is resource‐limited due to having a single
substation LAN in CORE, as the intruder can only process
traffic on the single network buffer.

7 | CONCLUSION

A cyber‐physical testbed provides a platform to understand
security threat events and their impact on the power grid.
This will help to facilitate grid resiliency to cyber intrusions.
In this work, we present our testbed RESLab, where its
architecture makes use of components, such as vSphere,

CORE, PWDS, Snort, RTAC and different automation
tools for experiment orchestration, data collection, and
visualisation, for emulating the physical and cyber compo-
nent of a synthetic large‐scale electric grid and for
demonstrating the use of DNP3‐based control and mea-
surement traffic to and from substation field devices. The
methodology and mechanics behind our testbed are
demonstrated through four use cases of MiTM intrusions
and varying impact of DoS intrusion strength. The dy-
namics of the intrusions are validated by implementing use
cases targeting specific parts of a large‐scale grid. These
intrusion events are evaluated from their respective char-
acteristic features, including latency (RTT), throughput, and
goodput in the emulated WAN network. We additionally
provide a rigorous analysis on MiTM attack practicality by
empirically computing the attack probability and validating
it from experiments and theory.

By providing a safe proving ground for cyber‐attack
experimentation, RESLab is a platform to study defence
mechanisms where its ability to generate real‐time datasets and
customise monitoring, visualisation, and detection will play a
major role in developing cyber‐physical state estimation, situ-
ational awareness, optimal response etc. to prevent impending
contingencies.
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