
 

 

Abstract—At the residential level, devices which are in place 

now and expected in the future have the ability to provide 

reactive power support. Inverters which connect distributed 

generation such as solar panels and pluggable hybrid electric 

vehicles (PHEVs) to the grid are an example. Such devices are 

not currently utilized by the power system. We investigate the 

integration of these end-user reactive-power-capable devices to 

provide voltage support to the grid via a secure communications 

infrastructure. We show how to determine effective locations in 

the transmission system and how to control reactive power 

resources at those locations. We also discuss how to determine 

reactive support groups which parallel the regions of the secure 

communications architecture that is presented.  Ultimately, our 

goal is to present how the Smart Grid can allow the utilization of 

available end-user devices as a resource to mitigate power system 

problems such as voltage collapse.  

 
Index Terms— reactive power resources, cyber security, 

voltage control, linear sensitivity analysis 

I. INTRODUCTION 

ower system operation is currently contingency-

constrained, and often by low-voltage violations. A 

contingency is a "what if" scenario that utilities use to 

gauge the operational reliability of the power system.  Utilities 

regularly run a series of contingencies in a process known as 

contingency analysis.  Under normal conditions, the system is 

operated so that it can withstand the loss of any one element 

[1] or one credible contingency.   The ability of a system to 

withstand a list of “credible” disturbances or contingencies is 

defined to be operational reliability, but was previously called 

security [2]. This means that for any single contingency, the 

steady-state analysis converges to a solution that does not 

result in any limit violations in the post contingent system 

state.  However, as power systems become more heavily 

loaded, they are pushed closer to their operating limits, and 

this can result in an increase in the number of limit violations 

and unsolvable contingencies.  In the case of an unsolvable 

contingency, the effects of the real-world outage cannot be 

modeled by the steady-state power flow equations.  However,  
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the effects of the outage can safely be assumed to be 

undesirable, perhaps leading to a voltage collapse. Voltage 

collapse is a process whereby voltages progressively decline 

until it is no longer possible to maintain stable operating 

voltages [3]. It is well known that available reactive power 

resources can be used to raise voltages and thus make the 

system less vulnerable to voltage instability.  

 Optimal control recommendations can be found to restore 

the system to a stable state after a disturbance [4].  The type of 

control which focuses on restoration of an unstable system is 

called corrective control.  Corrective control directs the system 

to a new stable equilibrium point shortly following a severe 

disturbance [5], [6].  In contrast, preventative control is carried 

out before any instability occurs.  Such optimal controls are 

not always practical and may require involvement of a large 

number of buses in the system.  Generator re-dispatch can be 

classified as corrective control, but it is time-constrained by 

the ramp limits of the units.  Load shedding can also help 

restore the system, but it is costly and a last resort. Instead, 

one can choose realistic control actions which are the most 

effective for the problem and the least costly [7].  The 

switching of transmission lines has the ability to be used as a 

corrective control [8]. Since the switching of transmission 

lines changes the system state, such actions may be applied 

alleviate voltage problems [9], [10]. Flexible AC Transmission 

System Devices (FACTS) [11], [12], [13] can also provide 

corrective control by absorbing or generating reactive power 

quickly.  Synchronous condensers are also a reactive power 

resource.  The key idea is that the established controls may be 

enacted within an allotted time frame and a secure system 

state can be restored.   

 Currently, such control mostly occurs at the substation 

level.  The Smart Grid, enabled by concepts presented in this 

paper, allows us to consider a more comprehensive form of 

reactive power control that goes all the way from the 

transmission system level to the end-user.  This paper presents 

the idea of using as a resource existing and new power system 

devices which are capable of changing reactive power output 

and discusses the requirements to control these resources over 

a secure communications infrastructure.  Such controls, made 

available via smart-grid technologies, can be actuated in the 

system to maintain a healthy voltage profile.  The reactive 

power resources include inverters on solar panels, pluggable 

hybrid electric vehicles (PHEVs), and many other distributed 

sources [14], [15]. Locations in the system where machines or 

converters are present are all possible reactive power 

resources for the grid.  The power buffer concept [14], [16], 
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[17], allows the power electronics to take advantage of 

isolation and present a desired behavior to the grid.  In the 

context of this paper, the desired behavior is to provide 

reactive power injection as needed.  These devices can be 

called upon in a decentralized manner to correct voltage 

violations in their local area, using secure, authenticated 

messaging to coordinate the control. That is the vision put 

forth by this paper. 

II. SENSITIVITY OF VOLTAGES TO REACTIVE POWER 

   Sensitivities are linearized relationships which are often 

used [18] to reveal the impact that a small change of a variable 

has on the rest of the system.  The buses in the system which 

have loads whose MVAr (Q) output we are attempting to 

control will be denoted as Q-Controlled (Q-C) buses. The 

sensitivities of voltages to reactive power injections are 

fundamental to the analysis of determining locations for and 

setting reactive power outputs of Q-C buses.  

A. Power Flow Equations and Notation 

The equations from which the sensitivities are derived are 

the AC power flow equations for real power P and reactive 

power Q at a bus i stated in (1) and (2), 
 

 
𝑃𝑖 ,𝑐𝑎𝑙𝑐 =𝑉𝑖  𝑉𝑗  𝐺𝑖𝑗 𝑐𝑜𝑠 𝜃𝑖-𝜃𝑗 +𝐵𝑖𝑗 𝑠𝑖𝑛 𝜃𝑖-𝜃𝑗   

𝑛

𝑗 =1

 (1)  

 
𝑄𝑖 ,𝑐𝑎𝑙𝑐 =𝑉𝑖  𝑉𝑗  𝐺𝑖𝑗 𝑠𝑖𝑛 𝜃𝑖-𝜃𝑗 -𝐵𝑖𝑗 𝑐𝑜𝑠 𝜃𝑖-𝜃𝑗   

𝑛

𝑗 =1

 (2)  

 

where n is the number of buses, s(θ,V) =  𝜽, 𝑽 𝑇  is a vector of 

bus voltage magnitudes and angles, and G+jB is the system 

admittance matrix.  Power balance is expressed by the vector 

f(p,q) =  ∆𝒑, ∆𝒒 𝑇  which must equal zero at solution, where  

∆𝑝𝑖=𝑃𝑖 ,𝑐𝑎𝑙𝑐 -(𝑃𝑖 ,𝑔𝑒𝑛 -𝑃𝑖 ,𝑙𝑜𝑎𝑑 ),  and ∆𝑞𝑖=𝑃𝑖 ,𝑐𝑎𝑙𝑐 -(𝑄𝑖 ,𝑔𝑒𝑛 -𝑄𝑖 ,𝑙𝑜𝑎𝑑 ).  

B. Power Injection and State Variable Sensitivities 

The negative inverse of the power flow Jacobian, J, 

describes the way the state variables 𝜽, 𝑽 change in a solution 

of the power flow due to bus power injection mismatch.  
 

 ∆𝒔(𝜃 ,𝑉) =  −𝑱 −1 ∙ 𝒇(𝑝 ,𝑞) (3)  
  

 Let 𝑸𝒔 be the vector of specified net reactive power injections 

at each bus, so 𝑄𝑠,𝑖=𝑄𝑖 ,𝑔𝑒𝑛 − 𝑄𝑖 ,𝑙𝑜𝑎𝑑 .  Then, the sensitivity of 

voltage magnitude 𝑽 to specified reactive power 𝑸𝒔  is given 

by the block matrix 𝚲𝐕𝐐 of J 
-1

:   
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=  
𝚲𝛉𝐏 𝚲𝛉𝐐

𝚲𝐕𝐏 𝚲𝐕𝐐
  (4)  

 

The sensitivities 𝚲𝐕𝐐 describe how voltage magnitude state 

variables change in a solution of the power flow due to a small 

change in specified reactive power injection at a bus.   

III. A METHOD FOR CONTROL OF VOLTAGES   

Effective placement and control of Q-C buses are 

determined based on the sensitivities given by (4).  

Classification of loads can further help in selecting the Q-C 

buses that are the most controllable. 

A. Voltage Control Problem  

The objective function is given by f1, the sum of the 

differences of the bus voltages from their specified values, 

where M is the number of bus voltages to be controlled:  
 

 
𝑓1=   𝑽-𝑽𝑠𝑝𝑒𝑐  

𝑖

2
=   𝜼𝑖 

2

𝑴

𝑖=1

𝑴

𝑖=1

 (5)  

 

The voltage control problem is to minimize f1 subject to the 

power flow constraints and limits on equipment.  That is, the 

goal is to determine settings at the Q-C buses such that the 

voltage profile of the system is as close to the specified 

voltage profile as possible.  From optimization theory, there 

are a number of ways to solve this problem [19]; a comparison 

of optimization methods is not in the scope of this paper.  Here 

we use the steepest descent approach, and the  𝑸𝒔 values to 

minimize (5) are solved for using the sensitivities given in (6). 

B. Selection of Q-C Buses  

Sensitivities can be used to identify buses whose reactive 

power injections have a high impact on voltages of interest. 

The buses identified from the sensitivities are candidates for 

selection as Q-C buses.  The sensitivities of f1 to reactive 

power injection are given by the following vector:  
 

 ∇𝑓1 = 2𝜼𝚲𝐕𝐐 (6)  
 

Buses with higher sensitivities are able to provide more 

control, whereas buses with sensitivities of zero have no 

impact on the control objective.  The Q-C candidate buses are 

found by determining the buses with the highest magnitude 

sensitivities for the objective function f1.  That is, the k most 

effective locations correspond to the k elements of the 

sensitivity vector (6) which are furthest from zero. 

C. Classification of Loads  

The controllability of the reactive component of loads can 

be classified.  Since power systems have many load buses, 

classification can help incorporate knowledge about differing 

levels of reactive power control capability, and this will 

improve the selection process for Q-C buses.  

Let CAT1 be the most controllable category and CATN be the 

category that is not controllable at all.  A load category can be 

assigned to each load based on prior knowledge perhaps by 

the manufacturer or by the engineer performing the analysis. 

Thus, load categories are an additional factor that can be 

considered when selecting effective locations for Q-C buses.  

Loads that are highly controllable (lower category number) 

should be given a higher priority in the selection of Q-C buses. 

These load classifications are fluid. For example, as a CAT1 

load begins to reach the limits of the reactive power it can 

supply or absorb, it will switch to a higher-numbered category. 

Future work will investigate non-heuristic ways to do this 

reclassification.  

IV. REACTIVE SUPPORT GROUPS 

To control voltage by adjusting loads and sources requires 

communicating control commands efficiently and securely. 
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The issues involved in achieving this level of communication 

as well as an example architecture will be presented in Section 

VI. Ensuring that the communication is efficient and secure 

can be made easier by focusing the control effort on a subset 

of the controllers.  Rather than consider all devices as potential 

destinations for reactive control messages, each node will be 

associated with a reactive support group that consists of the 

devices that have been determined a priori from a recent 

system model to have the greatest potential to control the 

affected node's voltage. This section describes various ways to 

determine the makeup of the reactive support group for a 

particular node. Similar work has been done [20], [21], [22], 

[23], [24], [25] to help gauge a system's proximity to voltage 

collapse.  

A. Identify Supporters for each Voltage  

Supporter buses can be identified for each voltage. To do 

this, we go through each row of 𝚲𝐕𝐐 corresponding to each 

voltage and determine the l highest values in the row.  Since 

each row is a bus voltage and each column is a reactive power 

injection, the l highest-magnitude columns for a row give the l 

best Q-C supporters for that bus’s voltage. This method 

provides a lot of redundancy since if there are m voltages of 

interest, there will be m reactive support groups where each 

region has l elements. Ensuring that each voltage has l 

supporters may be beneficial since we want reactive control 

groups to be at least some minimal size.  

B. Hierarchical Clustering Algorithm  

We can also cluster the rows of 𝚲𝐕𝐐 to identify voltages 

which are affected similarly by reactive power injections at 

possible Q-C buses. Hierarchical clustering is one possible 

approach [26] that may complement well the nature of the 

communications and security aspects of the problem since the 

granularity of control ranges from the transmission network to 

the distribution network end-user. Hierarchical methods called 

agglomerative schemes begin at the lowest level, with each 

element as a single cluster, and then, at each increasing level, 

the closest clusters are merged.  Thus, each level represents a 

different amount of granularity between the clusters.  We can 

slice the hierarchy at different levels depending on how coarse 

or fine we want the clusters to be.  The higher the level, the 

coarser the grouping becomes. At the highest level, all 

elements are in one cluster.   

Agglomerative clustering relies on the use of a distance 

matrix D.  Elements Dij give the distance between row i and j 

of 𝚲𝐕𝐐.  Any measure of distance may be used; here we use 

Euclidean distance. At each level, we find the most similar 

pair of clusters (r) and (s) by finding the minimum value Drs in 

the current distance matrix.  Then, clusters (r) and (s) are 

merged into one cluster.  The rows and columns for (r) and (s) 

in the distance matrix are deleted and a new row is added for 

the new cluster (r,s). Any metric can be used to determine the 

distance of the new cluster (r,s) to each other cluster l, but 

typically the metric is D(r,s)l = min( Drl, Dsl).  That is, the 

distance between any two clusters is given by the minimum 

distance between any two elements of the clusters. 

C. Quality-Threshold (QT) Clustering Algorithm  

The Quality Threshold (QT) algorithm [26] can also be used 

to cluster the rows of 𝚲𝐕𝐐. This method also uses the distance 

matrix D. A threshold and a maximum cluster size are 

specified initially. For each row of 𝚲𝐕𝐐, we build a candidate 

cluster that contains all other rows of 𝚲𝐕𝐐 which are closer in 

distance than the threshold. The candidate cluster with the 

most elements becomes a true cluster.  All the points in the 

true cluster are removed from further consideration.  The 

process then iterates until all points belong to a true cluster.  

D. Voltage Coupling Index (VCI) Algorithm  

The Voltage Coupling Index (VCI) algorithm also forms 

groups of voltages that respond the same way to reactive 

power control. A metric called the flow coupling index is 

introduced in [27] and is used to describe the ability of line 

flows to be controlled independently.  The same metric can be 

applied to the control of voltages by reactive power injections, 

and the metric is then called the voltage coupling index (VCI). 

The cosine of the angle between two row vectors v1 and v2, 
 

 𝑐𝑜𝑠𝜃𝒗𝟏𝒗𝟐
=

𝒗𝟏 ∙ 𝒗𝟐

 𝒗𝟏  𝒗𝟐 
 (7)  

 

of 𝚲𝐕𝐐 is the VCI. The VCI has values between -1 and 1.  

When the VCI has an absolute value of 1, the angle between 

the vectors is zero, and there is complete correlation, either 

positive or negative, between the ways the two bus voltages 

respond to control via reactive power injection.  When the 

VCI is zero, the row vectors of 𝚲𝐕𝐐 are orthogonal, and the 

voltages have the ability to be independently controlled. The 

coupling of the control of voltages is important to understand 

so that attempts are not made to independently control 

voltages which are highly coupled.  

 Suppose we form a matrix K where elements Kij give the 

VCI between voltages represented by rows i and j.   The VCI 

algorithm groups together voltages that are highly coupled 

with other voltages in the group.  The algorithm goes through 

each row of K and identifies all voltages that are coupled by a 

VCI with magnitude greater than a threshold. Let this group be 

Ai, denoted a weak cluster. Then, the algorithm goes through 

rows of K given by the elements of Ai and identifies voltages 

with coupling indices above the threshold and places them in 

the group Aj.  If all the elements in Ai and Aj match, the set of 

matching elements is identified as a strong cluster.   

 Note that in this algorithm, it is possible for a bus not to 

belong to any strong cluster.  The number of buses in a cluster 

is a function of the chosen threshold.  However, buses that do 

not belong to a cluster will be identified as weak clusters 

containing only themselves. The interpretation is that voltages 

in strong clusters are good candidates for the reactive support 

groups, but weak clusters may need to be used to ensure that 

all buses are included in a group.   

E. Hybrid Approach  

 The most thorough approach to choosing voltage control 

groups may be a combination of algorithms.  For example, the 

VCI algorithm can be applied first to determine the voltage 

coupling groups.  Then, a number of l supporters can be found 

for each group.  This would ensure that each region would 

always be able to receive enough reactive power support by 

building in redundancy. 
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V. REACTIVE POWER CONTROL TEST CASES  

We illustrate how locations for Q-C buses can be chosen 

and how Q-C buses can be controlled to improve voltage 

profile, including the selection of reactive support groups. The 

methodology presented previously in the paper is applied, and 

we discuss the results and their implications.  

A. IEEE 24-Bus Reliability Test System (RTS) 

 We consider the IEEE 24-Bus Reliability Test System 

(RTS) [28] as our study system. A one-line diagram for the 

system is shown in Figure 1.  The RTS has low voltages 

around 0.95 per unit.  The lowest voltages in the system are at 

buses 3,4,8,9, and 24.   

Suppose that the controllability of loads can be classified into 

categories as in Section III.  For simplicity, we consider only 

two categories here; CAT 1 contains the loads which are 

completely controllable, and CAT3 contains the loads which 

are not controllable at all.  The only CAT3 buses in the RTS 

are buses 11, 12, and 17 since these have reactive power loads 

of zero. The category labels can easily be changed as desired.  

Since CAT1 loads have the ability to be controlled, they are 

allowed to be selected as Q-C buses.  Which CAT1 buses are 

selected is based on the sensitivities as discussed in Section 

III. Note that a CAT2 classification would contain partially-

controllable loads, but a mixture of different controllability 

levels is not considered at this time.    

 
Figure 1.  IEEE 24-Bus RTS 

 

  If we consider the four most effective CAT1 locations as 

Q-C buses to raise the five lowest voltages to a voltage profile 

of 1 per unit, the required net MVAr outputs (Qnet) to achieve 

this control are determined (columns 2 and 3 of Table 1).   
 

Table 1. RTS voltage improvement 

Bus 

# 
Initial Qnet Final Qnet 

Initial 

voltage 

Final 

voltage 

3 -37 MVAr 37 MVAr 0.9469 1.0057 
4 -15 MVAr 15 MVAr 0.9598 1.0022 

8 -35 MVAr 35 MVAr 0.9593 0.9975 

9 -36 MVAr 36 MVAr 0.9603 1.0050 

24   0.9594 0.9852 
 

A negative Qnet indicates a net reactive power load while a 

positive Qnet indicates a source.  To achieve the voltage 

correction, the power factors at all Q-C buses became leading 

instead of lagging.  Columns 4 and 5 of Table 1 show the 

voltages at the low-voltage buses, and overall system voltages 

are shown in Figure 2. 

  

 
Figure 2. RTS voltage profiles 

Reactive power adjustment at a small number of buses can 

cause a substantial improvement of the overall voltage profile.  

The use of reactive-only controls as opposed to other forms of 

corrective control has the advantage that such controllers are 

already available in the system but not being utilized, and 

more are likely to be added.  Also, the use of reactive power 

controls may prevent the need to shed load or change 

generation output as a corrective control. 

In this example, the five worst voltages completely overlap 

the four most effective CAT1 locations. As systems become 

more heavily loaded, the two groups will likely no longer 

overlap, as the lowest-voltage buses will no longer be CAT 1 

because they will no longer have reserves. Furthermore, at 

high load levels, the response will likely no longer be so 

linear, making it more difficult to determine the proper size for 

the adjustments.  Nevertheless, the approach will identify the 

most effective supports to deploy, and additional adjustments 

can be made if needed until the desired voltage levels are 

reached. 

B. Linear Estimate of the Control  

 In the scenario above, we solved for the Q values needed to 

achieve the desired voltage profile within a small tolerance. 

We can also directly use the sensitivities to approximate the 

control needed, which requires no iteration.  The accuracy of 

the control is dependent on the linearity of the relationship 

between the reactive power at the Q-C buses and the voltages.  

 In Table 2, the linear approximation of the controls needed 

is compared to the actual controls.  The linear estimates of Qnet 

at buses 3 and 4 are close to the actual values, but buses 8 and 

9 are not.   Using the Qnet values from the linear estimate, the 

voltages at the low-voltage buses VESTQ are given in column 6 

of Table 2.  The final voltages VF of Table 1 are also shown.  

With both controls, the voltage profile was substantially 

improved, but the improvement was not as great with the 

linear approximation.  However, the approximation can most 

likely be calculated a lot faster, so the discrepancies in the 

final voltage values may be tolerable. 
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Table 2. RTS linear control estimate 

Bus 

# 

Qnet 

Needed 

Qnet 

Estimated 

% 

Error 
VF VESTQ 

3 37 MVAr 37.26 MVAr 0.69 % 1.0057 1.00294 
4 15 MVAr 14.52 MVAr 3.21 % 1.0022 0.9982 

8 35 MVAr 41.69 MVAr 19.11% 0.9975 0.99813 

9 36 MVAr 13.01 MVAr 63.86% 1.0050 0.99826 
24    0.9852 0.98396 

 

C. Reactive Support Groups  

 Applying the algorithms described in Section IV to the 

RTS, we determine possible reactive support groups. For the 

agglomerative scheme, the clusters form as shown in Figure 3. 

From Figure 3, we can see that the hierarchical algorithm 

initially forms clusters containing (11,12) and (17,20).  Then, 

a large cluster forms and begins to grow. At a higher level, a 

cluster forms containing (3,24), but then that cluster is 

absorbed into the large cluster.  The last buses to join any 

cluster are buses 3, 4, 5, 8, 9, and 24. 

 For the QT algorithm, with a threshold of 0.04 and a 

maximum cluster size of five, the clusters are given by column 

1 of Table 3.  The QT algorithm shows similar results to the 

hierarchical algorithm.  Buses which were the last to join a 

cluster in the hierarchical method are shown by the QT 

algorithm to be their own cluster.   The rest of the buses are in 

two groups.  However, if the maximum cluster size is 

increased to eight instead of five, the buses in the second 

cluster become part of the large group, which coincides with 

the large group we saw form in the hierarchical method.  

 
 

 Using the VCI algorithm, strong and weak voltage coupling 

clusters are identified in columns 2 and 3 of Table 3.  The 

same bus may belong to multiple strong clusters, so some 

regions overlap.   Voltages which are not coupled to any other 

voltages form their own weak cluster.   
 

Table 3. RTS clusters, each shown in brackets 

QT VCI - Strong  VCI - Weak  

[3], [4],[5],[8],[9],[24] [9,11,12] [4],[5],[8] 

[10, 12, 11, 17, 20] [15,16,17] [3,24],[3,15,24] 

[15, 16, 19] [16,17,19] [9,11,12],[10,11,12] 
 [19,20] [9,10,11,12] 

 [3, 24] [15,16,17,24] 

  [15,16,17,19], [19,20] 
 

 Based on the strong clusters of the VCI algorithm and the 

additional buses 4, 5, 8, and 10 we can identify for each group 

l supportive buses.  Supporting buses may only be CAT1 

buses. Let l=5; each region’s five most supporting buses are 

given by column 2 of Table 4, in order of decreasing support 

effectiveness: 
 

Table 4. Supports for Voltage Groups 

Voltage-Coupled Groups 5 Supporter Buses 

4 [4,9,3,8,24] 

5 [5,10,8,9,4] 

8 [8,9,10,4,3] 
10 [12, 15, 11, 17,3] 

[9,11,12] [9,4,10,3,8] 

[15,16,17] [15,16,19,24,3] 
[16,17,19] [16,19,15,24,3] 

[19,20] [19,20,16,15,24] 
[3, 24] [3,24,9,15,4] 

 

 The hybrid approach of Table 4 uses information we know 

about how voltages can be controlled with respect to other 

voltages and also ensures that each bus voltage will have at 

least l supporters.  Using only one clustering algorithm may 

leave some voltages without any supporters (buses 4,5, and 8).   

D. August 14, 2003 Blackout  

 The August 14, 2003 blackout report [3] states that a lack of 

adequate dynamic reactive reserves with a lack of knowledge 

about critical voltages and maximum import capability left the 

Cleveland-Akron area in a vulnerable state. Although the 

system was secure, the Cleveland-Akron area was highly 

vulnerable to voltage instability problems.  The area had little 

reactive margin and few relief actions available to operators in 

the face of contingencies.  Early in the afternoon of August 14, 

First Energy operators began requesting capacitors be put in 

service, additional voltage support from generators, and 

transformer tap changes. The low voltages contoured at the 

top of Figure 4 give a reconstructed state of the system prior to 

the blackout, and the bottom of Figure 4 shows the voltages 

after correcting the power factor at just five buses to unity 

power factor. According to [3], inadequate reactive power 

supply was a factor in most previous major North American 

blackouts.    
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Figure 3. Progression of hierarchical clustering 

Figure 4. Voltage contours, before (upper) and after (lower) 
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VI. SECURE COMMUNICATIONS CYBER INFRASTRUCTURE 

 Distributed reactive power control requires the delivery of 

messages between devices and controllers in a timely and 

secure manner. Timeliness is needed to support the tens-of-

seconds to minutes voltage time-scales while cyber security is 

needed to ensure that adversaries cannot use the cyber 

infrastructure to cause harm. From the set of standard cyber 

security properties of confidentiality, integrity, and 

availability, it is the latter two that are most important for this 

application. It is far more important to ensure that only 

authentic messages are delivered (integrity) and that all 

authentic messages are delivered (availability) than to ensure 

that no one eavesdrop.  

 Authentication is an exceptionally important property for 

distributed reactive power control applications, since incorrect 

responses of the controllers can have disastrous consequences 

for the system.  That is, if distributed reactive power resources 

can restore an unsolvable system to solvability, then they 

could also do the opposite. Authentication protocols can 

address this challenge by using cryptographic primitives and 

key material in their design.  Availability is crucial because 

otherwise the controllers may not be able to reach devices to 

provide control, or worse, they may think that their messages 

are being delivered when they are not. Availability can be 

provided by adequate monitoring of the network to ensure its 

overall health and correct operation as well as by designing 

redundancy into the network architecture. 

 In this section, we explore various approaches for 

authentication and availability identifying their benefits and 

drawbacks. A more comprehensive analysis that identifies an 

optimal solution is left as the subject of future work. In our 

discussion we use the simplified view of the network between 

a controller and a device for two-way communication shown 

in Figure 5:  
 

 
Figure 5: Network path between a controller and a device 

Intermediate network nodes may be wired/wireless routers or 

other devices and controllers that offer message-relaying 

capabilities. In the emerging Smart Grid, a variety of 

networking tools and technologies is likely to be realized. 

These include traditional fiber-based networks, cellular 

network, Wi-Fi and Wi-Max networks as well as more ad-hoc 

radio and wireless mesh networks. The goal is to provide end-

to-end authentication between the control and device even 

when intermediated routing nodes are not fully trusted. 

A. Authentication  

Authentication mechanisms are used to “corroborate that an 

entity is the one that is claimed” according to the international 

standard ISO/IEC 9798-1 [29]. These mechanisms are 

typically constructed using cryptographic tools such as 

encryption, message authentication codes (e.g., SHA-1), 

HMACs, symmetric cryptosystems (e.g., AES) and 

asymmetric cryptosystems (e.g., RSA). They are designed to 

address cyber attacks such as man-in-the-middle attacks, 

impersonation, forgery and modification. Furthermore, they 

are designed to provide protocol goodness properties such as 

replay prevention, message freshness, and complete and 

effective state management. Authentication protocols can be 

surprisingly hard to design and [30] identifies key design 

principles that have been developed specifically for power 

grid cyber protocols. 

Driven by efficiency needs, underlying communication 

channels, and specific security properties, authentication 

protocols can be constructed from symmetric or asymmetric 

cryptosystems. Symmetric key systems are typically more 

efficient in terms of their computation and communication 

overheads. For example, several authentication protocols have 

been developed in the literature that employ 1) HMACs such 

as SHA-256 HMAC for integrity and authentication, 2) 

symmetric encryption such as AES for key distribution and 

management. Asymmetric key systems typically simplify key 

management and can also provide non-repudiation when 

needed. For example, there are several authentication 

protocols developed in the literature that employ digital 

signatures for integrity and authentication and a public key 

infrastructure for key distribution.  

One of the more challenging attacks that authentication 

protocols must address is the replay attack. For example, in  

Figure 5, an adversary may be able to capture messages and 

replay them to the devices at a later point in time. A replayed 

message such as “increase reactive power output by 10 

MVAr” can have disastrous consequences if accepted. Using 

message freshness guarantees can prevent replay attacks. 

There are three common ways of achieving this. If the system 

can support the notion of time and at least loose clock 

synchronization then timestamps can provide freshness. That 

said, timestamps do have their own challenges [31]. Other 

options include the use of nonces (random numbers) and 

sequence numbers. Nonces involve extra message exchange 

while sequence numbers need reliable communication 

channels to ensure synchronization. ISO/IEC have 

standardized a few protocols that satisfy varying needs and 

environments of use [29]. 

B. Availability  

Ensuring system availability is a high priority in critical 

systems like the Smart Grid which requires that several key 

issues be addressed. First, the system must be efficient in its 

use of computation and communication resources so that 

resources do not get overwhelmed and all requests can be 

handled. Second, the system must have good error 

management built in to ensure proper handling of failures 

(e.g., those resulting from bad messages). Furthermore, the 

error management functions must be fail-safe in nature so they 

do not themselves lead to resource exhaustion even in the face 

of adversarial action. Third, the system must have adequate 

redundancy built into it so that, if sub-systems fail or are 

compromised, then the entire system does not collapse. 

Fourth, the system should support auxiliary security functions 

that may be deployed in the grid cyber system to detect to and 

respond to cyber attacks. 

C. An Example Communication Exchange  

When a node’s voltage starts to violate a limit, reactive 

supports must act to correct it. Section IV described various 

Controller Device 

Intermediate Routing Nodes 
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ways to identify groups of reactive supports that are likely to 

be most effective in helping the violating voltage back to 

acceptable levels. If the reactive support group for each node 

is held fixed, which is a reasonable decision if the groups are 

chosen to include all likely supports, then the network of 

devices that must be coordinated will be known a priori. 

Thus, webs of trust may be established ahead of time, which 

will greatly simplify the task of distributing the keys to 

perform authentication.  

The system shown in Figure 6 uses a public key 

infrastructure to provide authentication, a timestamp to 

certify timeliness, and a hash function to verify message 

integrity. In this figure, a controller, which may be the node 

with the voltage violation or some supervisory entity in 

charge of protecting the nodes under its authority from 

voltage violations, sends a message to a device within the 

violated node’s reactive support group, and the device 

responds. The controller will engage in this kind of 

communication with every device that is part of the violated 

node’s reactive support group. The controller has its own 

private key PRC and corresponding public key PUC, and the 

controller maintains a list of the public keys of the reactive 

support group’s devices. Each reactive support device has its 

own private key PRD and corresponding public key PUD. 

Each reactive support device knows the public key PUC of 

the controller. The public keys may be distributed a priori in 

a variety of ways similar to what is done for internet 

communications, including through a public key registry or 

by a certificate authority.  The scale of the key distribution 

effort will be reduced by limiting the distribution of keys to 

the members of the reactive support group. 
 

 
 

 When the controller needs to send a particular voltage 

control command Mcomm to a device, it sends it in plaintext 

along with a timestamp that is used to prevent replay. It also 

signs the message and sends the signature to the device; this is 

the Sign(H(Mcomm|T)PRC part of the message. The signature 

will be used to authenticate the message as coming from the 

controller instead of a “man in the middle,” because only the 

controller’s public key will be able to decipher the message 

properly if it was indeed signed using the controller’s private 

key, which only the controller should have. It will also be used 

to verify that no one meddled with the message or that it was 

otherwise distorted in transit, because the device will be able 

to decrypt it with the controller’s public key PUC, and 

compare the decrypted message with the hash H(Mcomm | T) it 

computes. If the hash matches the decrypted payload, then it 

knows that (a) only the controller could have sent the message, 

assuming that no one has stolen its private key, and (b) the 

message has not been altered in transit. 
 The timestamp helps ensure the message will not be 

replayed. When the controller sends the command Mcomm to 

the device, it sends along with it the time that it was sent. The 

controller will store the timestamp in its list Lreq of timestamps 

for pending requests. This list helps the controller keep track 

of which of its requests have been processed. When the device 

receives the command and timestamp, responds to the 

command, and then communicates its response to the 

controller, it sends the same timestamp to the controller, and it 

records the timestamp in a list Lproc of timestamps of already 

processed requests. When the controller receives the device’s 

response and timestamp T, it will remove the timestamp T 

from Lreq.  If the device later receives a message with the same 

timestamp, it will observe from its Lproc list that it has already 

seen this request and that it must be a replay. Therefore, it will 

safely ignore it.  

 The same effect could be achieved using nonces instead of 

timestamps, except that, in order to ensure freshness, the 

device would have to generate and send the nonce in advance 

leading to more rounds of communication. Since these devices 

will likely have the ability to note the time, and since the 

timing of commands is important, timestamps are a reasonable 

technique to use to thwart replay attacks. 

VII. CONCLUSION 

 This paper presents the use of the Smart Grid to allow the 

coordination of multiple reactive power devices to achieve a 

control objective, in particular, to restore system voltages. 

Although the focus of this paper is on system voltages, a 

similar framework can be developed for other control 

objectives.     

 Some reactive power controllable devices at the residential 

level already exist in the system, and the number is likely to 

increase as more power electronics are introduced to integrate 

efficient distributed generation sources.  Distributed reactive 

power can be utilized via a framework like that which is 

presented in this paper.  As new inverter devices with 

controllable reactive power output are introduced into the grid, 

these can easily fit into the same framework and add to the 

reactive power control capability of the system.  Thus, 

distributed reactive power resources can aid in providing 

widespread, secure, and versatile control of power systems. 
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