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Abstract—There is a crucial need to enhance the reliability and
resilience of our nation’s critical energy infrastructure. Electric
power systems are cyber-physical critical infrastructure with
distinct, interacting networks comprising electrical, communica-
tions, and interdependency layers. Resilience requires modeling
and monitoring all layers for prevention, early detection, and
proactive threat assessment. This paper presents the research and
design of a novel energy management system (EMS) called Cyber-
Physical Resilient Energy Systems (CYPRES) to accomplish this
goal. The CYPRES EMS architecture and methods are all cyber-
physical to cohesively model and analyze the power system
as a cyber-physical system (CPS). Results are illustrated for
this proof-of-concept solution utilizing a 2000-bus cyber-physical
synthetic electric grid.

Index Terms—Cyber-physical Modeling, Energy Management
System, Risk Analysis, Cyber-physical Vulnerability, Betweenness
Centrality, Attack Graph

I. INTRODUCTION

ELECTRIC power systems are mission-critical cyber-
physical systems that are persistently targeted by cyber

attacks. Attacks and other impending threats occur in new
and unforeseen ways as modern technologies are coupled with
legacy infrastructure. A range of potential intrusion points can
be introduced by integration of new computing technologies
that intend to improve capabilities for monitoring and control.
The threat landscape is extensive and constantly changing [1].
The challenge this work addresses is to re-envision a uni-
fied cyber-aware and physics-aware secure data flow pipeline
that extends from end-devices in the field, up through the
applications in an energy management system in a control
center, and ultimately back out to actuators for secure and
resilient control. This paper hence introduces the prototype
solution of the power system security defense project, “Deep
Cyber Physical Situational Awareness for Energy Systems:
A Secure Foundation for Next-Generation Energy Manage-
ment,” with the objective to help energy delivery stakeholders
own and maintain a a threat-resilient dataflow pipeline from
sensors to actuators. The novelty of this work is the design
and demonstration of a next-generation cyber-physical energy
management system, giving the resulting required information
toward achieving a secure end-to-end system for managing the
energy system, communications, security, and modeling and
analytics.
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The major contributions of this paper are as follows.
• We propose a cyber-physical energy management system

called Cyber-Physical Resilient Energy Systems Energy
Management System (CYPRES EMS) that provides vis-
ibility into cyber and physical interdependencies for fast
identification of cyber incidents that target physical im-
pact.

• We design an end-to-end system for managing the energy
system, communications, security, modeling and analytics
in a next generation energy management system.

• We present the requirements, considerations, and lessons,
as we extended from theory to lab to practice in security-
oriented design, toward implementing this solution at
electric power utilities.

• We present algorithms and prototypes to use cyber-
physical content in visualizing and aiding grid situational
awareness for different yet equally essential roles of grid
operation and security personnel.

• We present the integration of data fusion and Bayesian
inference to CYPRES EMS and its visualizations.

• We present an enhancement called CyPSA-Live for live
updates on risk evaluation with various metrics and
mitigations to patch vulnerabilities.

The paper proceeds as follows. Section II reviews related
work. Section III presents the cyber-physical power system
models, the model creation process, and the model’s usage
within the CYPRES EMS. Section IV introduces CYPRES EMS
design, different CYPRES EMS functionalities, data source
connections, and the enabled capabilities. Section V presents
CyPSA-Live, a dynamic cyber-physical situation awareness
analysis tool with live cyber and physical information. Sec-
tion VI presents the usage of CYPRES EMS and CyPSA-
Live together for improved situational awareness and risk
mitigations. Conclusions and discussions follow in Section
VIII.

II. RELATED WORK

A. Extending the Energy Management System (EMS)

A power system EMS is conventionally defined as a
collection of computer-aided applications such as topology
processor, fault identifier, intelligent alarm processor, etc. [2];
it is used by utilities in the electric sector to monitor, control
and optimize power generation, transmission and distribution
operations. The expectations of an EMS’s capabilities have
evolved over time to include decision support, leveraging data
analytics through knowledge extraction. Differences arise in



EMS applications due to factors such as location, system size,
ownership, and purpose [2], e.g., whether it serves a single
substation, a small control center, or a large utility. There are
challenges unique to each of these environments, especially
from a cyber-physical security perspective.

Recently, cybersecurity of distribution systems and end-
devices, or the ‘grid edge,’ has been gaining interest by the
research community, as it presents a large exposure and un-
known risks due to accessibility and heterogeneity of devices
that facilitate hidden threat surfaces. Hence, recent works
are proposing EMS concepts for those systems, including
building or home automation, e.g., an Enterprise Energy
Management System (EEMS) in [3] to reduce costs, increase
efficiency, and improve energy planning and cost allocation
for buildings. Security plays a major role in the future of
these systems, especially as advanced analytic and commu-
nication technologies with new interactions, such as between
a centralized EMS and home automation systems, are being
introduced. These needs prompt the EMS to offer consumers
actionable information and control features, while ensuring
ease of use, availability, security, and privacy [4]. In [5], Luo et
al. propose a cloud-based information infrastructure for next
generation power grids to satisfy requirements of fast reaction
to disturbances and faults, wide-area data management, high-
performance computing, real-time analysis, and data security.
In [6], Howell et al. argue a new generation of EMS is re-
quired to orchestrate the interplay between dense, diverse, and
distributed energy components. A methodology with security
quantification, formal methods, and tool creation for advanced
metering infrastructure is presented in [7]. In [8], authors
propose to apply methods from the internet of things (IoT) to
the EMS for energy efficiency, trustworthy data collection, and
intelligent security planning for distributed energy systems.

B. Evolution of the Problem with the State of the Art

Traditional technology monitors and controls physical and
cyber sides of energy infrastructure separately. Historically,
security solutions for energy management systems focused
on device and hardware-specific security [9], [10], such as
threat mitigation through cryptographic solutions and key
management. Protocol and device security has also been exten-
sively studied for Supervisory Control and Data Acquisition
(SCADA) and Industrial Control Systems (ICS), e.g., [11]–
[13]. In [14] and [15], research on cyber-physical modeling
platforms shows that existing abstractions and techniques are
inadequate; challenges include multiple models and variants of
components, and the need to ensure consistency across models.
These works illustrate that current tools are not sufficient to ac-
count for cyber-physical interconnections. Hence, while com-
bined research in both power systems and cybersecurity have
resulted in myriad improvements in cyber-physical modeling,
detection, and response over the past decade, these functions
are still done separately and from separate cyber and physical
sides. Hence, the research to develop the requirements, design,
and implementation of such an EMS on the large-scale cyber-
physical power system side has remained largely unexplored
prior to this work.

With the integration of multiple features such as data
acquisition from diverse sources, latency in communication
between physical devices becomes a concern. A persistent
challenge is the latency requirement of EMS applications,
susceptible to varying data rates of devices and communication
link bandwidths affected by network congestion or intrusions.
This challenge motivates EMS design, e.g., in temporal and
spatial correlation for automatic voltage control, network
remodeling, and online decision-making [16]. Delays in ad-
dressing transmission, propagation, processing, and queuing
are extensively reviewed in [17]. EMS design is also moti-
vated by high renewable energy levels and their operational
challenges, driving the need to incorporate uncertainty into
EMSs, e.g, [18] that proposes how utility control rooms can
consider wind power generation uncertainties. Hence, related
works focus on physical operations’ optimization in the EMS,
while cyber threats are handled through a separate Security
Information and Event Management (SIEM) such as Splunk
Enterprise SIEM, SolarWinds SIEM, DataDog, etc., which
monitor Syslog, firewall logs, and other networking device
logs for inferring intrusion activities.

However, cyberattacks are emerging issues, such as the
threat in European Network of Transmission System Operators
for Electricity (ENTSO-E) [19], the Ukraine attacks in energy
distribution companies [20], and the Stuxnet compromises of
programmable logic controllers [21]. The above cyberattacks
all bypass the intrusion detection systems (IDS) and deceive
the operators until certain conditions trigger their malicious
functions. In [22], the adversary intrudes into the network and
can strategically falsify the data and control commands. It
is thus an urgent task to equip the EMS with the ability of
categorizing, detecting, and defending against threats with the
information from both cyber and physical domains.

While the general approach of combined cyber and phys-
ical defense has now been proposed in different ways over
the past decade, the end-to-end holistic energy management
system concept of the proposed CYPRES EMS had not been
envisioned, proposed, or attempted before. Part of the reason
why this had not been done before is that the high fidelity level
of details of these models, and the disparate data sources and
formats in the real systems, make it extremely challenging. It
requires highly detailed model information from traditionally
distinct disciplines that ‘own’ different roles and data within an
electric power utility organization (power, protection, security,
communications, etc.). These have to come together to estab-
lish the automatic and accurate map for these models together,
to achieve the large-scale cyber-physical power system model
in a mathematical and machine readable format for subsequent
analysis of these large scale cyber-physical power systems.

To bridge this separation, our proposed EMS merges the
functionalities of the cyber-based SIEM and physical-focused
EMS, for secure and resilient control. The foundation of the
proposed EMS is based on a hierarchical model, designed
considering various data-flow requirements depending on the
protocols used by the field devices, SCADA and HMI servers,
etc. CYPRES EMS focuses on cyber-physical modeling of
a large-scale electric grid in detail with communication in-
frastructures such as routers, switches, relays, RTUs, HMI,
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PI servers, etc. [23], in addition to security devices such as
firewalls and IDSs [24]. By modeling the composed system
end-to-end, it is possible to formulate and solve the equations
of the subsystems together and avoid superficial solutions that
only seek to patch known problems in a one-off manner.
CYPRES EMS also leverages custom logic in IEC 61131 in
the SEL Real Time Automation Controller (RTAC) device to
detect and respond [25] and incorporates multi-domain multi-
sensor cyber-physical data fusion for intrusion detection [26].
To address uncertainty in alerts from the sensors, CYPRES
EMS also provides a framework for evidence-theoretic rules
of combination [27]. It is important to note that CYPRES
EMS works well with and complements existing efforts. It
is designed to be modular and work with utilities where they
are now, with current data sources and tools.

In summary, the modeling and control of cyber-physical
power systems have warranted increasing attention from the
research community. While society recognizes the need to
prioritize resilience of these systems, significant work remains
to fully equip stakeholders to prepare for, endure, and recover
from unplanned hazards including cyber attacks [28]. The
proposed solution offers a cyber-physical modeling foundation
to rebuild energy management systems from the ground-up.

III. CYBER-PHYSICAL POWER SYSTEM MODELING
PRELIMINARIES

The workflow diagram of CYPRES EMS is presented in Fig.
1, with inputs of cyber, physical, and interconnection models.
This section presents the models of each layer.

Fig. 1: Workflow diagram for CYPRES EMS.

A. Cyber Models

An exemplar case is built and used to study the operations
and defense of large-scale cyber-physical power systems.
The cyber-physical synthetic model is built from the 2000-
bus synthetic electric grid test case [29] based on public
information and statistical analysis of real power systems.
The communication/cyber model defines networking devices
that support power generation, transmission, and distribution
operations. Our synthetic communication model [23] defines
the models for routers, switches, firewalls, EMS servers, DNP3
Master, ICCP servers, etc., as nodes, while links represent the
communication channel types such as microwave, Ethernet, or
MPLS/fiber links. DNP3 is employed between substations and
between each utility control center (UCC) and its substations,
while ICCP is employed between balancing authorities (BAs)
and UCCs. The interconnections between cyber and physical
exist through substation intelligent electronic devices, such as
remote terminal units, protective relays, etc., which directly

connect and control physical components and supply data. The
cyber models include following:

1) Hierarchical Model of Communication Network: The
cyber components are created following a hierarchical commu-
nication model of a regional reliability coordinator interacting
with electric utilities or market participants, which may include
a scheduling entity, load-serving entity, resource entity, or
transmission/distribution service provider. The model has three
primary levels: BAs, UCCs, and substations as shown in Fig. 2.

• Balancing Authority (BA): BAs handle generation-load
balancing via generator dispatch and load control. Most
BAs interact with market participants by coordinating
scheduling such as economic dispatch, unit commitment,
and reserve sharing to regulate reserves via seconds to
minutes transactions. BAs are responsible for frequency
control. Hence, a BA consists of a collection of ICCP
servers and clients for each market participant and a ded-
icated firewall to filter ICCP traffic which carries periodic
data, e.g., time stamp, status and analog points, block
data, and control commands. Routers and switches are
deployed for network segregation and VLAN creations.

• Utility Control Center (UCC): A UCC hosts multiple
servers for dedicated purposes such as state estimation;
post fault analysis; and transient, small signal, and voltage
stability in an EMS. In our testbed, to design and test
CYPRES, we deploy four nodes: (1) for interacting with
the BA using ICCP, (2) for controlling and monitoring
substation devices using DNP3, (3) for interacting with
the utility’s corporate network, and (4) for third parties
or vendors through their dedicated Demilitarized Zones
(DMZs). A DMZ is a perimeter network to protect an
internal LAN from untrusted traffic. For example, a web-
server in the DMZ fetches the real-time Area Correction
Error (ACE) and frequency information from a database
server that gets updated from a Historian server in the
SCADA DMZ in the UCC. Further, the UCC hosts an
ICCP node that updates reports from the web-server, and
forwards the response to the ICCP client’s request run-
ning in the BA. Threats include XSS and SQL injection
for manipulating real-time data that can enforce malicious
Automatic Generation Control (AGC) setpoints. For the
defense against such threats, at the UCC, the Snort IDS is
deployed, in addition to continuous patching of the web
server, for validating user-inputs.

• Substation: A substation consists of a local control center
with devices stationed in three levels. At the station level,
an operator workstation, controllers, DNP3 outstations,
local database, or web server may be deployed. At the
bay level, industrial automation and control devices such
as the RTAC, remote terminal units (RTUs), bay con-
troller, and relays are deployed. At the process level, the
current and potential transformers, breakers, and isolators
are stationed are directly connected to the feeders or
transformers. In our model, we deploy one RTAC for
each substation, controlling multiple relays. A substation
firewall is deployed to filter substation traffic.

Using k-means clustering, the geographical location of the
UCC is determined for groups of substations. The green-
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A Simple Organizational View: Network Topology in 
Balancing Authority, Control Center, and Substation

Data flows
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Fig. 2: Hierarchical model of the synthetic communication
network [30].

Fig. 3: Power network to node-breaker topology to cyber
network connection for a large-scale synthetic electric grid.

colored icons in Fig. 3 map the UCC locations in the com-
munication network. A star topology is considered in all the
three levels to simplify configuring static routes and firewall
policies. There can be also be hybrid topologies. Under such
scenarios, Djikstra’s shortest path algorithm is used to compute
shortest paths from the substation to the UCC and vice-versa
to compute the routing tables with highest priority.

2) IP Schemes: In this work, for IP allocation, depending
on the potential systems within a broadcast domain, class A is
used for BAs, class B for UCCs, and class C for substations,
as elaborately discussed in our previous work [23].

3) Firewall Models: The BA Firewall secures BA commu-
nication with respective market participants. Currently, these
firewalls are configured to allow ICCP requests and response
between the ICCP node in the BA and the UCCs. Next, in the
Utility DMZ Firewall within UCC, five DMZs are configured

for: SCADA, corporate network, BA, public, and for vendors
to access the public network. Corporate and vendor DMZs
are protected by two different interfaces of a shared firewall,
also connected to one end of the public DMZ. Furthermore,
the ICCP DMZ is behind the Utility-BA Firewall connected
to the BA, where it only communicates with the BA’s ICCP
node. On the other side of the public DMZ, the Utility-
Substation Firewall is also connected to the inside of UCC
and the substation, while the substation network includes one
Substation Firewall which divides it into two subnets with
high security levels: one is for the relay network which sends
all power information back to the UCC, and the other is for
the substation DMZ which includes a local database and web
server, which the UCC accesses for historical substation data.
The details on the interfaces, object groups and the access
control lists are illustrated in our firewall paper [24].

4) Router Models: A Substation Router is deployed for
communicating with the UCC in the star topology, with
substations and UCC in the mesh topology. Next, two UCC
Routers are deployed in a UCC, where one router interfaces
all substations, and the other interfaces the BA. The BA Router
interfaces with other BAs and their market participants.

5) Intrusion Detection System (IDS) Models: The CYPRES
EMS modeling environment in the RESLab testbed [31] con-
tains the following IDS models, where additional defenses can
be added:

• Rule-based IDS: The rule-based IDS are configured to
model common industry security controls. The Snort IDS
is configured to operate within containers modeled as
routers in the CORE emulation network in RESLab. The
configured rules are related to ICMP flood, ARP spoof,
and DNP3 payload modification attacks. Currently, Snort
pipelines alerts to a Logstash server configured in the
virtual machine (VM) hosting the CORE emulation, as
detailed in [22], [31].

• Anomaly-based IDS: A multi-sensor data fusion frame-
work is developed for training machine learning cen-
tric anomaly-based IDS using features constructed from
both physical and cyber sensors as detailed in our prior
work [26].

• Dempster Shafer-based Fusion IDS: In [27], this IDS
is proposed to address uncertainty in alerts to reduce
false alert rates. A location-cum-domain based fusion
framework is proposed and evaluated with different com-
bination rules, that fuse multiple evidence from inter-
domain and intra-domain sensors.

B. Physical Models

The physical model is the 2000-bus synthetic grid with 1250
substations, 2000 buses, 3206 branches (transmission lines and
transformers), and 544 generators. This model facilitates anal-
ysis of numerous threat and defense scenarios, from steady-
state N-x contingencies to transient state fault analysis, without
disclosing any real system information.

Below are detailed physical models that enable the map-
ping between, and the study of, cyber-physical components
(e.g. protective relays) for their security and importance. The
protective relay location in the detailed power system model
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is connected with its detailed transient stability model, that
may be built from ingested actual settings. The link between
the power model, communications model, and the device itself
(with its logic and configurations) have crucial cybersecurity
implications. To be specific, a protective relay is an intercon-
nection to bridge cyber and physical networks. It also con-
tains both physical network information (e.g., circuit breaker
location, connected buses and branches, measurements) and
cyber network information (e.g., protocols, IP addresses, local
area network gateways, logic configurations), Functionally,
relays protect the power system against faults and instability.
Relays may also use communication networks through wired
or wireless access. Thus, threats include to falsify their settings
and their controls or to leverage their vulnerabilities for lateral
movement that can cause unexpected disturbances.

• Identifier Mapping Scheme: In the electrical system
model, each relay type that we model and analyze has
a unique set of fields. The linking of the relay to
the power system model is based on identifiers in the
configuration file, where the naming convention used is
crucial. For example, in some SEL 421 relays, the field
name is SID, and the identifiers can follow a pattern
like “FSUB/BKID/TSUB”; FSUB is the identifier of the
“from” substation, TSUB is the identifier of the “to”
substation, and BKID is the ID of the protected circuit
breaker(s).

• Distance Relay Modeling: DISTRELAY models [32]
can be automatically built in PowerWorld Dynamic Stu-
dio (PWDS) power simulator to simulate relay actions
when a fault occurs. To be passed into the power system
model, per unit conversion for data fields from the
configuration files (shown below) are required:

VNomHighSide = PTRY · V NOMY (1)

Zbase = V 2
NomHighSide/Sbase (2)

Z1ReachPrimary =
PTRY

CTRX
· Z1P∠Z1Ang (3)

Z1ReachPU =
Z1ReachPrimary

Zbase
(4)

Z1PDSec =
Z1PD

fnomHz
(5)

where PTRY is PT ratio; CTRY is CT ratio; VNOMY is
nominal voltage on PT low side; Z1P is zone 1 reach;
Z1Ang is positive seq line z angle (degrees); and Z1PD
is zone 1 pickup. More detailed relay modeling can be
incorporated for a thorough transient analyses.
The modeling uses PowerWorld, and the example Zone
1 (Z1) calculation is similar for each zone. The extracted
fields are passed into PowerWorld, where transient sta-
bility relay models are created and available to link with
cyber device models and cyber-related information.

• Device’s Power System Importance: Once the device
is modeled, transient stability and power flow studies
are possible with the connected relays based on actual
device settings. To streamline analysis, critical clearing

time (CCT) analysis can identify elements susceptible to
short or sensitive CCT. Identifying lines whose CCT is
low and linking to the corresponding relays and breakers
as well as the cyber network is useful to prioritize relays
based on their cyber-attack surface, as shown in [33].
Quantifying a device’s importance via its impact allows
prioritized monitoring and defenses to be focused around
those critical devices.

• Device’s Cyber System Placement: As opposed to a
device’s physical power system placement, placing a
device in the cyber system can be a more abstract concept.
If a device has an IP address, its existence can be modeled
in the context of the system control network model.
From configuration settings, an entire new realm of
cyber-physical analyses exists which, for instance, allow
for modeling communication access paths and device
commonalities at the settings/logic level that can present
common mode failures and vulnerabilities that would
otherwise not be known to the system operators.

The following subsection presents the mapping between
cyber and physical components to enable a holistic perspective
for the end-to-end security analyses.

C. Cyber-Physical Interconnection Models

Protective relays, SCADA, and other substation devices
are major interconnection points between cyber and physical
models.

1) DNP3 Outstations: For each substation in the synthetic
grid, we created DNP3 [34] outstations using Algorithm 1
based on the Substation ID. Then, the DNP3 points for the
generators, loads, shunts and branches are grouped into each
outstation. Within each DNP3 outstation, Analog Input (AI),
Analog Output (AO), Binary Input (BI), and Binary Output
(BO) tags are created for each bus, branch, generator, load
and shunt, as follows:

• Analog Inputs (AI): AI tags are inserted for substation
devices. Bus: voltage angle, frequency, and p.u. volt-
age; Branch: real and reactive power flow, current;
Generator: real and reactive power output; Load:
real and reactive power; Shunt: reactive power.

• Analog Outputs (AO): AO tags are inserted to control
generator setpoints. Load MW can be added to represent
the ability to do partial load shedding, as well as trans-
former tap ratios. Generator: real power setpoint and
voltage magnitude setpoint.

• Binary Inputs (BI): Device status tags (On/Off) are
inserted for substations’ Bus, Branch, Generator,
Load, and Shunt.

• Binary Inputs (BO): Control tags are inserted for Bus,
Branch, Generator, Load, and Shunt to control
(On/Off) status.

Conventional power system studies are based on a bus-
branch model, which is an abstract model. It simplifies the
substation topology to one or few buses, and ignores the
layout of circuit breakers. To include detailed cyber topology,
it is necessary to expand the bus-branch model into the node-
breaker model that has the layout of circuit breakers and
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TABLE I: Example of relay label for branches at substation side.

Relay Label IP Address Substation
ID

Bus
Topology

Identifier Mapping
FBus TBus CircuitID Physical Element Protection Device Protection Device Protection Device

$Relay$1 1001 1064 1 10.52.xxx.xxx 1 Single
Bus 1001 1064 1 $Line$8166 8784 1 $Disconnect$8165 8166 1 $Breaker$8164 8165 1 $Disconnect$1001 8164 1

$Relay$1 1001 1064 2 10.52.xxx.xxx 1 Single
Bus 1001 1064 2 $Line$8169 8745 2 $Disconnect$8168 8169 1 $Breaker$8167 8168 1 $Disconnect$1001 8167 1

$Relay$1 1001 1071 1 10.52.xxx.xxx 1 Single
Bus 1001 1071 1 $Line$8172 8830 1 $Disconnect$8171 8172 1 $Breaker$8170 8171 1 $Disconnect$1001 8170 1

$Relay$1 1001 1071 1 10.52.xxx.xxx 1 Single
Bus 1001 1071 2 $Line$8175 8833 2 $Disconnect$8174 8175 1 $Breaker$8173 8174 1 $Disconnect$1001 8173 1

Notes:Dummy IP Addresses

Algorithm 1 Generate DNP3 Tags For PowerWorld Case and
RTAC

1: Collect Case information for Bus, Branch, Load, Genera-
tor, Substation

2: Group devices based on Substation
3: Identify all Buses within Substation
4: if The Bus Number of a device is within the Substation

then
5: Add the device to that Substation
6: end if
7: for Each Substation do
8: Create DNP3 Outstation with Substation ID
9: Create DNP3Object for all devices within the substa-

tion with specified DNP3PointType, VariableName, and
DNP3PointEventClass

10: Create RTAC DNP3 tags for each client with the user-
defined pattern: PowerWorld RTAC SubstationID DNP.
DNP3PointType SubstationID Device VariableName

11: Create RTAC DNP3 tags for tag processor with
the user-defined pattern: PWDS Data.DNP3PointType
SubstationID Device VariableName

12: end for
Note: DNP3PointType specifies data type: AI, AO, BI,
or BO. VariableName specifies measurements like bus
voltage, branch real power flow. DNP3PointEventClass
defines the event class of the data. Device includes the
device type, such as bus, branch, generator, etc., and their
corresponding key identifier in the case.

associated devices, such as switches and bus bar. This allows
for mapping the cyber with the physical topology for control
relationships, such as protective relays that monitor a branch’s
current and control its circuit breakers.

To achieve the node-breaker model that would exist in
an EMS, based on bus nominal voltage, we expand the bus
topology to Single Bus Topology for bus nominal voltage
under 200 kV, and Ring Bus Topology for bus nominal voltage
over 200 kV. This inserts bus nodes to extend the model to
a node-breaker model that represent more detailed substations
and cyber-physical scenarios.

To run power system simulations and integrate them with
the cyber network, we build and maintain a map that connects
the bus-branch with the node-breaker model. In this way, it is
possible to simultaneously use the coarse-grained bus-branch
model to provide power system data to the cyber network
through the DNP3 protocol, while using the detailed node-
breaker model to study the physical devices and substation

configurations.
2) Real Time Automation Controller (RTAC): In this work,

the SEL RTAC is integrated into our models and experiments
to control and communicate with substation devices and the
UCC [35]. RTAC is an industrial automation and control
device used in substation automation systems and SCADA
as remote terminal units (RTUs). It supports various ICS
communication protocols, such as DNP3, Modbus, IEC 60870,
IEEE c37.118, and IEC 61850. Its tag processor converts
data between protocols and sends it to an upstream processor
for data concentration and management. The functionality of
RTAC makes it an ideal device in testbeds. Previous studies
have used the RTAC to reconfigure network structure [36],
control switches and tap-changers [37], send power setpoints
to control battery storage management systems [38], [39], and
implement defensive logic against cyberattacks [25]. In [40]–
[42], the cyber-physical power system testbeds used RTAC to
work as an RTU, to collect data from protective relays, send
it to SCADA software, and perform protocol conversion.

3) Relay Types: Three relay types are considered in our
model: Load relays control disconnects and breakers in the
Load bus; Line relays, consisting of over-current relays and
distance relays, protect transformers and transmission lines;
Generator relays control disconnects and breakers in each
Generator bus. The detailed model information is available
from [43].

Table I shows an example of mapping the cyber and
physical systems using protective relays as the interconnection
identifier. Each protective relay has an Identifier from the
physical network and a relay type; these are used to create
a unique Relay Label. In the cyber network, the relay may
receive an IP address. Each relay is assigned to protect a
Physical Element and other Protection Device(s), based on
the Bus Topology from the node-breaker model. Through this
cyber-physical mapping, we are able to study and analyze the
power system through a holistic cyber-physical perspective.

The following section shows how these models enable
a comprehensive visualization and analytics of the cyber-
physical power systems in CYPRES EMS.

IV. CYPRES EMS

Building on the cyber and physical models, we now take a
design perspective to introduce objects, classes, and functions
that comprise the main code library of CYPRES EMS. This
is a living code base that continues to grow and expand.
This section describes the foundational aspects of the current
CYPRES EMS prototype that allows that growth.
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A. Design Guidelines

The design of CYPRES EMS is based on the following
criteria: (1) OT/IT network visualization of UCC, substations,
and BA; (2) critical asset ranking, monitoring and control;
(3) intrusion access path visualization; (4) causal/Bayesian
inference and structure learning; (5) real-time monitoring of
physical and cyber alerts; (6) inter-connection with a network
emulation software such as CORE and Minimega; and (7)
inter-connection with power system emulator such as Pow-
erWorld Dynamic Studio (PWDS).

B. CYPRES Object-Oriented Class Overview

CYPRES EMS is written in C#, an object-oriented program-
ming language. The code defines several classes that enable
the CYPRES EMS model, according to the diagram in Fig. 1.
These model classes include the TopologyGeneration
class which uses the other classes to generate the com-
munication model. There are classes that model the BA,
UCC, and substations, such as the BalancingAuthority,
UtilityControlCenter, and Substation classes.
Other classes model devices such as Firewall, Router,
Switch, CyberHost, Relay, and RelayController.

C. Grid View

As shown in Fig. 3, CYPRES creates an interactive
map. It is created by the built-in GridCyberView class
which uses the EasyGIS library. A Start DNP3 Master
button provides access to the DNP3 master’s terminal so
that users can control the DNP3 outstations. Important
functions include PlaceSubstationControl(),
PlaceUtilityControl(), and
PlaceBalancingAuthority() to allow users to
control the substations, UCC, and the BA.

These user control functions can be found in the
CyberUserControls directory: CreateLinks()
to create the links between the UCC and the
BA, GetDNP3() to obtain real-time traffic, and
GetPerformanceCounters() to collect the traffic
and populate it into the charts. A dnp3Thread object
communicates with the application in another VM, which
has an IP address and port number pre-configured in a
file. GridCyberView_Load() is the main function that
populates the entire form. It also starts the back-end threads,
draws the charts, and links the map.

D. UCC View and Control

The UtilityView class displays the UCC devices
(Fig. 4), where the pie charts on the right show the ratio
of devices that are compromised, under alert, or in normal
state. This is also indicated by the red rectangle around each
component. By clicking on each component, its traffic can be
observed in real-time in the spline chart shown in the right.
The radio button can change the theme from Light to Dark,
while the network topology with other alert views can be
saved using “Save Utility N/W” menu item. Finally, the small
black squares on the right shows the substation view, which
is described next.

E. Substation View and Control
The substation view in Fig. 5 allows users to configure

cyber and physical nodes. For example, users can modify the
substation network’s firewall rules (Fig. 6) that filter traffic
from the DMZ and UCC networks to the protection devices.
For physical devices, users can configure the relay from the
RTAC (Fig. 7) by viewing and modifying the breaker controls
(Fig. 8).

F. Real-Time Traffic Monitoring
CYPRES monitors the ICS data packets between the sub-

station’s network nodes and DNP3 outstations, along with
Snort IDS alerts, the cyber network’s OSI layer information,
and traffic flow information. They are monitored in real-time
for cyber-physical data fusion and intrusion detection. The
details of this traffic monitoring, the role of our cyber-physical
testbed including experiments with various use cases and threat
models are shown in Fig. 9. These are described in more detail
in Section VII.

G. Bayesian Inference
Deciphering point of intrusion using attack trees has been

studied thoroughly for risk assessment, since attack trees or
graphs capture the relationships among various vulnerability
exploits that an intruder utilizes, along with the privilege
escalations to compromise a single or a set of targets. The
construction of such data structures depends on the IDS
alerts or other sensor logs, which cannot be trustworthy and
can have erroneous readings due to random system behavior
or faulty sensors. This uncertainty may be aleatory, due to
random behavior of the system, or epistemic, due to lack of
complete knowledge of the system, and can be tackled by
probabilistic formalism, e.g., a) Monte-Carlo, b) Bayesian, and
c) Dempster-Shafer Theory [44]. Among these, the Bayesian
formalism based on Bayes Theorem is preferred, as it assists
in causal reasoning between each step in the access paths
of the adversary’s trajectory to compromise the target, and
it allows use of prior knowledge from cyber forensic experts
from historical data.

Using Bayes Theorem (Eq. 6), we explore the inference of
attack graph structures based on real-time cyber and physical
alerts,

P (A|B) =
P (B|A) ∗ P (A)

P (B)
(6)

Fig. 4: Utility control center view.
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Fig. 5: Substation view.

Fig. 6: Firewall configuration interface.

where A and B are events, and P (A|B) is the conditional
probability that an event happens, such as the compromise of
node A, given that node B is already compromised. P (A)
is the prior, P (B) is the evidence, P (B|A) is the posterior
probability, i.e., the likelihood that node B is compromised if
node A is compromised. The technique of Bayesian inference
is used to update the posterior probability when a new evidence
is obtained. As the number of network nodes grows, the chain-
rule of conditional probability is considered. For instance, an
attack graph with three nodes would have the joint probability
of multiple evidences computed as in Eq. (7).

P (A,B,C) = P (A|B,C)P (B|C)P (C) (7)

Thus, the chain-rule as in Eq. (7) is used, where the number
of random variables grows with the number of nodes in the
attack graph.

The size of attack graphs can be pruned for faster inference
of posterior probabilities, such as P (B|A) in Eq. (6). Inference
algorithms such as Pearl’s Belief Propagation (BP), Junction
tree, and Variable Elimination (VE) have been incorporated
in CYPRES EMS. To address the zero-day exploit scenarios,
CYPRES EMS also implements structural learning algorithms
for the attack graphs, such as Monte Carlo Markov Chain
sampling-based, Chou Liu algorithm, Cooper and Herskovitz
algorithms. These algorithms leverage Bayesian inference to
detect intrusions in the cyber-physical system modeled in
CYPRES EMS.

For instance, when a user selects the sub-graph of
Utility 39 UCC, then selects an inference type and a com-
promised node as Firewall 1368, CYPRES EMS displays
a view similar to Fig. 10. It has a table that shows the
conditional probability associated with the selected node, i.e.,

Fig. 7: Relay controller configuration interface.

Fig. 8: Line relay controlling breakers and disconnects through
protective relay-based cyber-physical mapping.

Fig. 9: Cyber-physical real-time traffic monitoring for various
threat use cases.

Utility 39..F irewall 1368. For example, the score of 0.5095
shows the conditional probability of Host 2774 being com-
promised if Firewall 1368 is compromised. The right side of
the tool shows the learned structure of the Bayesian Network
based on real-time alerts. The graph-based structure learning
algorithms are implemented in Python and incorporated in
CYPRES EMS based on our paper [45].

Fig. 10: Bayesian Inferencing using methods such as Variable
Elimination, Causal Inference, and Belief Propagation.

There are additional components that are or can be incorpo-
rated to the main CYPRES EMS code library; however, their
discussion is beyond the scope of this paper. For example,
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the data fusion engine [26] and other techniques mentioned in
Section III are co-designed for use in CYPRES EMS.

Next we highlight a major application of CYPRES EMS
for real-time cyber-physical situational awareness and risk
analysis.

V. CYPSA-LIVE

An integral part of the CYPRES EMS is dynamic cyber-
physical situational awareness analysis (CyPSA). The previous
version of CyPSA# application [46] performed an offline risk
analysis, as it depended on NP-View’s firewall and network
topology files. CyPSA# used these files to to statically con-
struct the attack graph model. Cyber network vulnerabilities
were based on the nmap reports, which identified vulnerabili-
ties associated with the open ports. These vulnerabilities were
then mapped to an 8-substation power system model [47].

The architecture of CyPSA-Live (Fig. 11) provides these
new functionalities:

1) Generates an attack graph model in real-time by inter-
acting with the NP-Live server [48].

2) Interacts in real-time with the NVD to obtain cyber
vulnerability severity rating, and impact scores.

3) Extracts the list of possible CVEs by integrating nmap
open ports reports with Nessus [49] alike features.

4) Patches the vulnerabilities and recomputes the paths,
critical asset rankings, and security index.

5) Integrates the betweenness centrality (BC) and cyber-
physical betweenness centrality (CPBC) metrics [50].

The functionalities incorporated in CyPSA-Live will further
assist in: a) Integrating the Resilient Energy System Labora-
tory (RESLab) testbed with the NP-Live server to extract the
updated firewall policies computed after a cyber intrusion. This
capability will provide dynamic risk assessment to CyPSA-
Live during real-time operation of the ICS network modeled
in RESLab. b) Integrating CyPSA-Live into the OpenAI-Gym
environment for training a defender agent to take optimal
defense action through modifying firewall policies and router
configurations to operate the grid under cyber intrusions.
The reward model would be based on the scores such as
performance index (PI) or Security Index (SI) as introduced
previously. c) Integrating Critical Clearing Time (CCT) into
critical relay rankings.

The current version of CyPSA-Live is not applicable for
zero-day exploits since the graphs are constructed based on the
existing vulnerability information in the National Vulnerability

Fig. 11: Framework of CyPSA-Live.

Database (NVD) [51]. However, CYPRES EMS is a platform
that monitors the cyber-physical system with additional fea-
tures such as multi-sensor fusion, the Bayesian framework,
and DS rules of combination; it hence addresses the zero-day
exploit up to certain extent, depending on how and which real-
time data features are extracted.

Threat scenarios of a false data and command injection
attack, using an Address Resolution Protocol (ARP) spoof
based Man-in-The-Middle (MiTM) attack in the RESLab
testbed [22], as well as communication loss via Denial of Ser-
vice (DoS) [31], are considered based on the sensor data from
different locations in the emulated network. In the scenarios,
an adversary has intruded into the communication network,
with the capability of falsifying status, measurements, and
binary control commands of power components, and flooding
traffic to paralyze the communication network.

The CyPSA-Live application is presented in Fig. 12. It lists
all physical assets such as generators, branches, breakers, and
relays. At the right side, there is a table that ranks the critical
assets based on metrics such as cyber cost, PI, SI, BC, CPBC
and path lengths of the victim nodes from the intrusion points.
At the bottom, there is a panel that allows users to patch the
vulnerabilities in the compromised nodes, as well as an attack
graph template (AGT) processing panel to generate attack tree
graphs [50], [52], [53].

Fig. 12: CyPSA-Live: critical asset ranking and other metrics.

The Attack Tree View in CyPSA-Live shows the intruders’
access paths (Fig. 13), which are divided in layers. The
outermost layer in the concentric circle represents nodes in
the public internet. The next layer represents IT and OT
network nodes. The inner circle contains protection devices,
such as relays, CTs and PTs. Clicking on a node displays
its vulnerabilities, shown as a list in the top right of the
Attack Tree View window. For instance, the current list shows
hosts vulnerabilities beginning at the outermost layer’s node
H25. This host has a web-based vulnerability known as cross-
scripting (XSS) obtained from NVD database as CVE-2019-
15869, that can propagate to inner hosts H29 and H30.

VI. RISK MITIGATION

CYPRES EMS and CyPSA-Live work together to perform
situational awareness and risk mitigation. The objective of risk
mitigation is to identify the most critical assets in the network.

CyPSA-Live’s critical asset ranking, introduced in Sec-
tion V, assists users to take corrective measures such as
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Fig. 13: Attack tree visualization in CyPSA-Live.

installing software patches against vulnerabilities in the hosts
(shown in bottom left of Fig. 12), manually operating the
relays, or isolating the compromised network.

Based on CyPSA-Live asset rankings, we leverage the NP-
Live server to define asset criticality and perform stepping-
stone analysis:

• Asset criticality: Fig. 14 shows the criticality assignment
to the devices, followed by risk assessment grading, and
connectivity matrix based on the firewall rules. On the
right side of the figure, there are three different criticality
zones: one zone for the communication network of a
Balancing Authority, another zone for the UCC, and a
third zone for the substation network.

• Stepping stone analysis: Fig. 15 shows the stepping stone
analysis from the DMZ public network with network
ID 172.16.1.32/27 to all reachable networks. These
networks are either directly connected, one stepping stone
away, or more than two stepping stones away from
the DMZ public network. This quantifies risk based on
reachability, i.e., if any hosts in the public DMZ, such as
the Public Database or Public Web Server, are compro-
mised, then to what extent its neighbors are vulnerable.

Fig. 14: Device criticality assignment, followed by device-
specific summary reports and validating the interfaces.

To complement the asset criticality and stepping-stone
analysis, CYPRES EMS interacts with the RESLab testbed.
The next section shows how this testbed interaction enables
inference, tailored based on the high-risk nodes identified in
CyPSA-Live. They are potential stepping stones for intruders
and can reveal vulnerabilities to patch.

Fig. 15: Stepping-stone analysis of the Public DMZ network
within a UCC.

VII. ROLE IN TESTBED

The RESLab cyber-physical testbed, shown in Fig. 16, con-
sists of the CORE network emulator, PowerWorld Dynamic
Studio (PWDS) as the power system simulator, an OpenDNP3
Master, an RTAC-based master, an intrusion detection system
software called Snort, data storage and fusion, and visualiza-
tion software. A brief overview of some of its components is
given in this section while the detailed explanation of RESLab
is provided in [22], [31].

Fig. 16: RESLab emulation testbed architecture showing ev-
idences in three locations: DNP3 Master, Substation Router,
and PowerWorld DS (PWDS) acting as a DNP3 outstation.

A. Monitoring Acknowledgement at DNP3 Master

In the UCC, located on the left side of Fig. 16, the DNP3
Master is controlled via signal from CYPRES EMS. The DNP3
Master monitors and controls DNP3 outstations in PWDS,
on the right side of Fig. 16. Communication between DNP3
Master and outstations happens through the cyber network em-
ulated in CORE. After the DNP3 Master gets acknowledgment
from outstations, it forwards the response to CYPRES EMS,
which displays this information in the substation view, as in
Fig. 17.

For continuous monitoring of substations’ physical data
variables, such as net Generation and Load (MW and MVAr),
and frequency, PWDS is used, which runs as a background
process that acts as a TCP server. It receives queries from
CYPRES EMS, which acts as a TCP client. The data collected
from PWDS is then displayed in CYPRES EMS’s substation
view (Fig. 18).
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Fig. 17: Receiving Snort alerts from DNP3 master and Sub-
station Router.

Fig. 18: Real-time generator, shunt, load, and frequency data
collected specific to CORPUS CRISTI 3 substation.

Fig. 19: Real-time traffic such as flow duration, number
of forward and backward packets per flow collected at the
Substation Router at CORPUS CRISTI 3 substation.

B. Network Telemetry from Substation Nodes

Within the emulated network in CORE, shown in the middle
of Fig. 16, the Snort IDS in the Substation Router forwards
Snort IDS alerts to the respective substation view in CYPRES
EMS. These alerts are shown in the substation view in Fig. 17.

Similarly, for real-time traffic monitoring within the CORE
emulated nodes, Packetbeat plug-in in Elasticsearch and CI-
CFlowmeter Python package [54] are configured. They for-
ward traffic statistics from each node, such as the Substation
Router, to the substation view, as the example in Fig. 19.

VIII. CONCLUSION

CYPRES EMS is a proof-of-concept, next-generation EMS
for managing the power system, communication networks,
and their security. As a cyber-physical EMS, CYPRES EMS
allows modeling and data analysis for applications such as
situational awareness and cyber threat assessment. Specifically,
this paper presents the selected design and methodology deci-
sions based on our research, along with their implementations
into automated software tools. The components and functions
exemplify how the CYPRES EMS would work with utilities’
existing networks and be immediately applied.

Future work includes evaluating CYPRES EMS for addi-
tional cyber attacks such as by adding vulnerabilities to the
emulated cyber-physical power system in the RESLab testbed.
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