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ABSTRACT
False data injection attacks (FDIAs) on smart power grids’
measurement data present a threat to system stability. When
malicious entities launch cyberattacks to manipulate the mea-
surement data, different grid components will be affected,
which leads to failures. For effective attack mitigation, two
tasks are required: determining the status of the system
(normal operation/under attack) and localizing the attacked
bus/power substation. Existing mitigation techniques carry
out these tasks separately and offer limited detection perfor-
mance. In this paper, we propose a multi-task learning-based
approach that performs both tasks simultaneously using a
graph neural network (GNN) with stacked convolutional
Chebyshev graph layers. Our results show that the proposed
model presents superior system status identification and at-
tack localization abilities with detection rates of 98.5− 100%
and 99 − 100%, respectively, presenting improvements of
5− 30% compared to benchmarks.

Index Terms— Multi-task learning, localization, false
data injection attacks, cyberattacks, smart grids.

1. INTRODUCTION

Information security and forensics are critical when ex-
changing measurement data among smart grid components.
Smart grids rely on measurement data to ensure proper sup-
ply/demand management and system stability [1]. The cyber-
physical nature of smart power grids makes them vulnerable
to false data injection attacks (FDIAs) where malicious enti-
ties manipulate power system measurement data (e.g., sensor
data). This leads to making wrong decisions because of the
altered data, which may result in system instability. Such at-
tacks may also bypass traditional bad data detectors [2]. Thus,
research works proposed alternative detection strategies.

1.1. Related Works

Existing detectors perform one of two tasks, detection or
localization. For system status identification (detection),

∗This work was supported by NSF EPCN Awards 2220346 and
2220347.

decision tree [3] and support vector machine (SVM) [4]
detectors offered 82% and 88% F1-scores, respectively. Ran-
dom forests presented a detection rate (DR) of 93% [5].
Multi-layer perceptron (MLP) [6] and convolutional neural
network (CNN) [7] detectors offered accuracy (ACC) of 90%
and 93%, respectively. Recurrent neural network (RNN) [8]
and auto-encoder (AE) [9] detectors exhibited DRs of 96%.
Convolutional graph neural network (CGNN) [10] and graph
auto-encoder (GAE) [11] detectors offered DRs of 83− 92%
in IEEE 14 and 118-bus systems. For attack localization, a
graph signal processing-based localization approach offered
77% in DR [12]. Also, a GNN-based localization approach
reported 93% in F1-Score [13]. However, such detectors are
inefficient since the system status and attack localization tasks
are performed separately, and hence, offer limited detection
performance as decisions are made based on features learned
from only one task.

1.2. Contributions

We overcome these limitations by proposing a multi-task
learning-based detector that offers the following features:

• It performs two tasks: graph classification to determine
the system status (under attack/normal operation) and
node classification to localize the attack (the attacked
node). This is performed efficiently using a three-stage
GNN with joint, task-specific, and fusing layers.

• It captures the complex patterns of measurement data
and spatial aspects of power grids using convolutional
Chebyshev graph layers. We examine its robustness
against FDIAs on IEEE 14, 39, and 118-bus systems.

• It makes decisions based on features learned through-
out both tasks. Hence, it offers enhanced system status
identification and attack localization abilities with DRs
of 98.5−100% and 99−100%, respectively, which out-
performs system status and localization task-specific
benchmarks by 10− 30% and 5− 27%, respectively.

This paper is organized as follows. Section 2 describes the
data preparation along with the FDIA functions. Section 3 in-IC
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Fig. 1. A graph representation of the IEEE 14-bus system.

troduces the proposed model. Section 4 presents the detection
performance results. Conclusions are presented in Section 5.

2. DATA PREPARATION

To train and test the investigated models, we use three IEEE
bus systems, namely, IEEE 14, 39, and 118-bus systems.
Also, we adopt three FDIA functions to produce malicious
samples that mimic the power grid operation under attack.

2.1. Power System Modeling

To properly model a power system, spatial and temporal as-
pects need to be captured. A power system can be modeled
using an undirected graph where buses and power lines are
represented by nodes and edges, respectively. To model the
spatial aspect of different power grids, we adopt IEEE 14,
39, and 118-bus systems. For example, Fig. 1 illustrates the
IEEE 14-bus system represented using an undirected graph
G = (V, E ,W ), where buses, power lines, and line admit-
tance are represented by nodes V , edges E , and weighted ad-
jacency matrix W ∈ Rn×n, respectively. If buses i and j
are connected, a weight Wij is associated to edge e = (i, j)
based on the line admittance.

The temporal aspect refers to the electric power injections
and flows. V and E are associated with features. Power flow
analysis using Newton’s method is carried out using MAT-
LAB MATPOWER toolbox [14] to determine the real and re-
active power flows in the system. The node features include
active power Pi in megawatts of real power demand and reac-
tive power demand Qi in megavolt amperes of reactive power.

2.2. Benign Samples

The aforementioned features include measurement data de-
noting benign samples xb(t, i) at bus i and timestamp t
during normal operating of the power system. We have 96
daily power dynamics timestamps over six months, resulting
in around 17, 000 timestamps.

2.3. Malicious Samples

We adopt three FDIA functions that are used to mimic the
power system’s operation under attack. The attacks are ap-
plied in a stealthy manner as they bypass traditional bad data

detectors by presenting similar patterns to benign data [15].
The malicious sample xm(t, i) at bus i and timestamp t is
generated by altering xb(t, i).

The direct attack generates xm by randomly injecting per-
turbations bounded in magnitude by a scaling factor α (|α| ≤
0.05) into a benign sample such that

xm(t, i) = xb(t, i) + α.xb(t, i). (1)

The replay attack involves generating xm using a false repeti-
tion of a reading from a previous timestamp t − 1 to replace
the reading of a current timestamp t such that

xm(t, i) = xb(t− 1, i). (2)

The general attack [16] generates xm using a range of true
measurement values such that

xm(t, i) = xb(t, i) + (−1)βα.γ.Range(xb(t, i)), (3)

where β and 0 ≤ γ ≤ 1 are binary and uniform random
variables, respectively.

2.4. Dataset Splitting

The investigated supervised models are trained and tested on
xb and xm, whereas the unsupervised models are trained only
on xb and tested on xb and xm. To produce unbiased com-
parison results, we (i) use equal number of benign and mali-
cious samples and (ii) report the average of multiple carried
out experiments. The train XTR, validate XVA, and test XTS

sets present equal numbers of benign and malicious samples.
Samples are split into the three sets, where 80%, 10%, and
10% of samples present XTR, XTS, and XVA, respectively.

3. MULTI-TASK LEARNING DETECTION

The proposed multi-task learning GNN-based model per-
forms two tasks: graph classification, which determines the
system status (i.e., under attack or normal operation), and
node classification, which localizes the attack (i.e., identifies
the attacked node).

3.1. Model Architecture

As shown in Fig. 2, the proposed model is divided into three
stages. The first stage is inspired from [17, 18] and presents
the joint graph layers, which are used to extract preliminary
features from the data that are needed for the two successive
tasks. The second stage consists of task-specific graph layers
that are designated to capture relevant features for a specific
task. The third stage presents the final decision of the two
tasks according to the learned features in the previous stages,
which boosts the detection performance. The rationale behind
such a structure is to calculate the initial weights and param-
eters (shared parameters) once, which are then transmitted to
the next stage for further processing.
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The proposed GNN-based detector has an input layer that
takes as inputs, graphs with [Pi, Qi] ∈ Rn×2 measurement
samples that are either Xb or Xm. The input layer is followed
by hidden joint convolutional Chebyshev graph layers Lj for
joint optimization [19]. Each layer lj has clj channels and an
input and output of X lj−1 ∈ Rn×clj−1 and X lj ∈ Rn×clj ,
respectively. Each layer lj is responsible for capturing the
spatial aspects from the graph [20] through the operations of
graph convolution, bias insertion, and activation function (i.e.,
ReLU). ReLU produces the output tensor X lj :

X lj = ReLU(µlj ∗G X lj−1 + blj ), (4)

where µlj ∈ RK×clj−1×clj denotes the Chebyshev coeffi-
cients, blj ∈ Rclj stands for the bias, and ∗G depicts the graph
convolution operator.

The joint layers Lj are followed by the task-specific con-
volutional Chebyshev graph layers Ls (i.e., Ls1 and Ls2 for
the first and second tasks, respectively). Each task-specific
layer ls captures more relevant features for the specific task
it is assigned to. For each task, the first layer ls takes the
output XLj ∈ Rn×cLj of the last joint layer as an input and
produces X ls ∈ Rn×cls as an output. The rest of the task-
specific layers take X ls−1 ∈ Rn×cls−1 as inputs, then output
X ls ∈ Rn×cls . Both sets of Ls layers are followed by a
dense layer that determines the probability of an attack pres-
ence (i.e., attack sample in the graph level for the first task and
attacked node for the second task). The dense layers take the
output of the last task-specific graph layer (XLs1 ∈ Rn×cLs1

and XLs2 ∈ Rn×cLs2 for the first and second tasks, respec-
tively) as an input. The dense layers produce the outcome of
a sigmoid function expressed as

sigmoid(WLsXLs + bLs), (5)

where WLs ∈ Rn×cLs depicts the task-specific feature
weights and bLs ∈ R denotes the task-specific bias. Employ-
ing bias and the activation functions (ReLU and sigmoid)
leads to an improved model non-linearity [21]. The task-
specific decision (i.e., probability of an under attack status
and a malicious node for the first and second tasks, respec-
tively) is then presented in the task-specific output layer. The
last layer (final output) presents a fusing layer that provides
an improved decision on both tasks based on the information
obtained during the previous steps.

3.2. Model Training

The training of the proposed multi-task GNN model and the
calculations of the model parameters are carried out using the
cross-entropy loss function:

C(yp,Θ) =
−1

N

∑
XTR

{y log(yp) + (1− y) log(1− yp)}, (6)

where Θ denotes the trainable parameters (µl, bl, WL, and
bL) ∀ l(·), and N depicts the number of training samples XTR.
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Fig. 2. Illustration of the proposed multi-task GNN model.

y and yp represent the actual and predicted labels, respec-
tively. Training is performed end-to-end sequentially, based
on the final output, and not the task specific outputs [22]. This
boosts the detection performance compared to the output of
the task-specific layers or training via separate structures for
each task. The model training is based on an iterative gradient
descent-based optimization, where we split XTR into equally-
sized mini batches that are fed to the model in 128 epochs.

4. EXPERIMENTAL RESULTS

4.1. Benchmark Detectors

We adopt benchmark detectors that offer different characteris-
tics, including structure (shallow/deep/graph), training nature
(unsupervised/ supervised), and mechanism (static/dynamic).
Autoregressive integrated moving average (ARIMA) is an un-
supervised dynamic model trained on benign data to predict
data patterns [23]. SVM is a supervised static model trained
on both sample types and classifies samples via an equal-
distance hyperplane between them [4]. MLP is a supervised
static model that utilizes fully-connected feedforward layers
to capture features from data to classify samples [6]. RNN is a
supervised dynamic model that uses recurrent cells to capture
temporal aspects [8]. CNN is a supervised model that classi-
fies samples using convolution [7]. CGNN [10] and GAE [11]
are supervised and unsupervised graph models, respectively.
They model spatial aspects using nodes and edges.

4.2. Optimal Hyperparameters

We adopt a multi-stage grid-search hyperparameter selection
procedure where each hyperparameter is selected at a stage
[24]. The optimal value is selected from a predefined list
of possible values based on the DR against XVA associated
with that value. For ARIMA, the differencing and moving
averages are 1 and 0, respectively. For SVM, the kernel and
gamma are scale and sigmoid, respectively. For MLP, there
are 4 layers with 32 units, Adamax optimizer, no dropout rate,
and ELU activation. For RNN, there are 3 layers with 16
units, Adam optimizer, dropout rate of 0.2, and ReLU activa-
tion. For CNN, there are 4 layers with 32 units, neighborhood
order of 5, Rmsprop optimizer, and ReLU activation. For the
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graph models, there are 4 layers (in each stage for the pro-
posed model) with 32 units, neighborhood order of 3, Adam
optimizer, and ReLU activation. The adopted grid-search hy-
perparameter selection procedure enhances the detection per-
formance by 4–6% compared to the default hyperparameters.

4.3. Evaluation Metrics

We consider three performance evaluation metrics: DR =
TP/(TP + FN) indicates the amount of truly detected mali-
cious samples, where TP and FN depict true positive and false
negative, respectively; False alarm rate (FAR) = FP/(FP+TN)
indicates the amount of benign samples falsely detected as
malicious, where FP and TN denote false positive and true
negative, respectively; ACC = (TP+TN)/(TP+TN+FP+FN)
indicates how well samples are classified.

4.4. Simulation Results

According to Tables 1 and 2, for the system status classifica-
tion task, the proposed multi-task GNN detector offers supe-
rior DR by 23.2−30.1%, 15−21.2%, and 9.4−11.5% com-
pared to shallow, deep, and graph-based benchmarks, respec-
tively. For the attack localization task, the proposed multi-
task GNN detector offers superior DR by 20.2−26.6%, 9.6−
17.3%, and 4.1−5.8% compared to shallow, deep, and graph-
based benchmarks, respectively. Such enhancements are be-
cause the spatial aspects are learned using a multi-stage GNN
model with stacked convolutional Chebyshev graph layers.
The detector captures general details about the data using the
joint layers. Then, it captures task-specific features in the
task-specific stage. It then makes final decisions about both
tasks using the learned features in the previous stages. Larger
systems (118-bus) present slightly better DR by 0.5 − 3.4%
compared to smaller ones (14 and 39-bus) since they offer
more data to detectors to capture distinctive features. Detec-
tion performance gradually improves by 6–7.5% as we train
on all samples compared to 50%− 75% of available samples.

5. CONCLUSIONS

This paper proposed implementing a GNN-based multi-task
learning scheme by smart grid system operators to efficiently
classify the system status and effectively localize FDIAs in
smart power grids. The proposed structure, consisting of a
three-stage GNN (joint, task-specific graph layers, and an
output fusing layer), helped in boosting the detection per-
formance since the final decision is based on the outputs of
the two tasks (graph and node classification). The proposed
detector captured spatial aspects of the power system using
convolutional Chebyshev graph layers. It yielded system sta-
tus detection and attack localization DRs of 98.5− 100% and
99− 100%, respectively, offering improvements of 10− 30%
and 5− 27% compared to task-specific system status identifi-
cation and attack localization benchmarks, respectively. Our
future work will focus on classifying multiple attack types to
design mitigation strategies accordingly.

Table 1. Detection performance of system status (%).

Detector Metric IEEE System Size
14-bus 39-bus 118-bus

ARIMA [23]
DR 68.4 70.2 73.5

FAR 33.2 30.9 28.7
ACC 67.8 69.8 72.8

SVM [4]
DR 72.1 74.3 76.8

FAR 30.2 28.3 26.4
ACC 71.6 73.8 76.0

MLP [6]
DR 77.3 79.2 81.3

FAR 24.7 23.0 21.3
ACC 76.9 78.5 80.4

RNN [8]
DR 80.6 82.4 84.5

FAR 21.1 19.8 18.4
ACC 80.5 81.9 83.8

CNN [7]
DR 82.5 83.7 85.5

FAR 19.3 18.1 16.9
ACC 81.8 83.1 84.3

AE [9]
DR 84.3 85.4 86.4

FAR 17.9 16.8 15.7
ACC 83.9 85.1 86.1

CGNN [10]
DR 87.2 87.8 88.5

FAR 15.7 15.2 14.6
ACC 86.9 87.5 88.1

GAE [11]
DR 89.1 89.6 90.0

FAR 10.4 9.9 9.4
ACC 88.6 89.0 89.6

Proposed
multi-task GNN

DR 98.5 99.3 100.0
FAR 0.92 0.54 0.12
ACC 98.1 98.9 99.8

Table 2. Detection performance of attack localization (%).

Detector Metric IEEE System Size
14-bus 39-bus 118-bus

ARIMA [23]
DR 72.6 73.9 75.5

FAR 28.5 27.2 26.0
ACC 71.9 73.1 74.4

SVM [4]
DR 77.5 78.8 79.8

FAR 24.6 23.5 22.4
ACC 76.9 78.0 79.2

MLP [6]
DR 81.9 83.1 84.4

FAR 20.1 19.1 18.0
ACC 76.9 78.5 80.4

RNN [8]
DR 85.6 86.7 87.9

FAR 17.6 16.4 17.6
ACC 84.9 86.0 87.2

CNN [7]
DR 88.3 89.3 90.4

FAR 16.8 15.6 14.3
ACC 87.6 88.4 89.7

AE [9]
DR 90.7 91.7 92.6

FAR 13.8 12.7 11.8
ACC 89.7 90.6 91.4

CGNN [10]
DR 93.4 94.5 95.7

FAR 11.8 10.7 9.6
ACC 92.7 93.7 94.8

GAE [11]
DR 93.6 94.7 95.9

FAR 10.5 9.6 8.5
ACC 94.1 94.8 95.4

Proposed
multi-task GNN

DR 99.2 99.7 100.0
FAR 0.72 0.42 0.08
ACC 98.7 99.2 99.7
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